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Abstract

A system for describing and deciding properties of regular languages using input altering transducers

By

Krystian Dudzinski

Abstract: We present a formal method for describing and deciding code related properties of regular languages using input altering transducers. We also provide an implementation of that method in the form of a web application. We introduce the concept of an input altering transducer. We show how to use such transducers to describe properties of languages and present examples of transducers describing some well known properties (like suffix codes, prefix codes, infix codes, solid codes, and others). We discuss some limitations of our method. In particular, all properties that can be described using input altering transducers are 3-independence properties. We also give an example of a 3-independence property that cannot be represented using a transducer. We explain how our method is a specialisation of a more general method based on language in-equations. We also discuss the relation between our method and a method that uses sets of trajectories to describe properties. In particular, we show how, for any given set of trajectories describing some property, to build an input altering transducer describing the same property. We introduce the concept of counterexample, which is a pair of words that, if a given language does not belong to a given property, illustrate that fact. We show how we can incorporate extracting such counterexample into our method. Finally, we provide some details on the implementation and usage of the web application that was built as a part of this research.

July 19, 2011.
# Table of Contents

Chapter 1  Introduction  \hspace{2cm} 1

1.1 About our research  \hspace{2cm} 1
1.2 Thesis structure  \hspace{2cm} 3

Chapter 2  Basic Concepts  \hspace{2cm} 6

2.1 Set Notation  \hspace{2cm} 6
2.2 Alphabet, Word, Language  \hspace{2cm} 6
2.3 Regular Languages  \hspace{2cm} 7
2.4 Finite State Automata  \hspace{2cm} 7
2.5 Cartesian Product of Two Automata  \hspace{2cm} 12
2.6 Transducers  \hspace{2cm} 17
2.7 Cartesian Product of an Automaton and a Transducer  \hspace{2cm} 20

Chapter 3  Language Properties and Description Methods  \hspace{2cm} 23

3.1 Unique Decodability  \hspace{2cm} 23
3.2 Code Related Properties  \hspace{2cm} 24
3.3 Methods for Describing Code Related Properties  \hspace{2cm} 26
3.4 Existing Formal Methods for Describing Language Properties  \hspace{2cm} 28
3.4.1 Implicational Condition  \hspace{2cm} 28
3.4.2 Regular trajectories  \hspace{2cm} 31
3.4.3 Language in-equations  \hspace{2cm} 36

Chapter 4  Our Method  \hspace{2cm} 39

4.1 Describing Properties of Languages with Transducers  \hspace{2cm} 40
4.2 Constructing $t(L)$  \hspace{2cm} 42
4.3 The Final Product Construction and the Emptiness Test  \hspace{2cm} 45
4.4 Examples of Transducers Describing Well Known Properties  \hspace{2cm} 47

Chapter 5  Limitations  \hspace{2cm} 50

5.1 Input Altering Transducer  \hspace{2cm} 50
### Chapter 6  Further Discussion on Our Method  61

6.1 Complexity  61
6.2 More about Transducers Describing Properties  62
6.3 Transducers and Sets of Trajectories  63
   6.3.1 Transforming a Set of Trajectories into an Input Altering Transducer  64
   6.3.2 Morphism of Trajectories  69
6.4 Our Method as a Specialisation of Language In-equations  71
6.5 Counterexample  72
   6.5.1 First Approach  73
   6.5.2 Second Approach  78

### Chapter 7  Implementation  81

7.1 Implementation of the algorithms  82
7.2 User Interface  85

### Chapter 8  Conclusion and Future Work  89

8.1 Conclusion and Discussion  89
8.2 Future Work  90

Bibliography  92
Chapter 1

Introduction

1.1 About our research

Information is contained in various structures, like pictures, sound, text, speech, database records, and many more. Regardless of how the concept of information is defined, we often need means of storing and transmitting those structures. For instance, consider speech. A means of storing and transmitting human speech is writing it down. There are two aspects to that operation: something that we would consider a hardware, which might be simply pen and paper, and some form of representing speech in a graphical form in a way that it can be transformed back to its original form. For the second aspect we require some form or representation that is suitable for the hardware used, some form of a language. In computer science we use the concept of languages, in particular formal languages, for representing information. A formal language is a set of words over some alphabet. Given an alphabet $\Sigma = \{0, 1\}$, an example language over this alphabet might be: $L_1 = \{1, 10, 100\}$. However, we cannot just use an arbitrary set of words for representing information. Particular applications, like data communication or DNA computing, require using languages that satisfy certain constraints. For example some application in data communication may require a language in which no word is a prefix of any other word in this language.
An example would be a language consisting of three words: \( L_2 = \{1, 01, 001\} \). We say that the language \( L_2 \) satisfies the prefix property. Note that the language \( L_1 \) does not satisfy the prefix property because 1 is a prefix of 10. The prefix property is only one of many properties of languages. Investigating those properties is an important branch of theoretical computer science. In particular, we investigate methods for testing if a given language satisfies a particular property.

There is an abundance of algorithms in the literature for deciding language properties. Most of those algorithms are specific to the property being tested. Lately, however, there has been a trend toward developing uniform methods for deciding and describing properties of languages. Each of those methods introduces a different approach for expressing properties. However, to our knowledge there is a lack of available implementation of any of those methods. We attempt to fill that gap.

In this thesis we introduce our method for describing and deciding properties of languages. Our method requires a language in the form of a finite automaton (Fig. 1.1a) and is therefore applicable only to regular languages. The properties in our method are described using transducers (Fig. 1.1b), which are well established objects in theoretical computer science.

Provided with a language in the form of a finite automaton and a property in the form of a transducer, we can use our method to test if the given language satisfies that property (Fig. 1.2)
(a) An automaton representing a language $L_1 = \{1, 10, 100\}$. Circles denote states of the automaton. In particular a double circle denotes a final state and an arrow with no origin state denotes a start state. Arrows denote transitions and the labels by transitions denote the input symbols.

(b) A transducer describing the prefix property. The main difference from an automaton is that every transition is labelled with a pair of input/output symbols.

Figure 1.1: Sample input machines for our method.

As a part of this research we deliver an implementation of our method in the form of a web application. This application is hosted on the university server and is available for unrestricted access.

1.2 Thesis structure

Following we present an overview of the structure of this thesis.

In Chapter 2 we present basic definitions and conceptual tools that are crucial for our research. We define the concepts of regular language, automaton, transducer, and the Cartesian Product construction.
In Chapter 3 we take a look at known properties of languages. We focus on code related properties. In the same chapter we review existing methods for describing and deciding properties of languages. In particular, we look at methods based on implication conditions, regular trajectories, and language in-equations.

Chapter 4 provides a detailed description of our method for defining and describing properties of languages. We explain how input altering transducers are used to describe properties in the context of our method. We also show how the product construction is applied in our method. Finally we present example transducers describing many known properties of regular languages.

In Chapter 5 we discuss some limitations of our method. We establish what type of properties our method can be applied to. In particular, all properties that can be described using our method fall into the class of independence properties. We take a closer look at the concept of input altering transducers, and we provide an example and a proof of an independence property that can not be represented using an input altering transducer.

Chapter 6 covers further details regarding our method. We investigate the complexity of our method, the relation between a transducer and its inverse in the context of our method, and dependencies between our method and some other existing methods presented in Chapter 3. We also introduce the concept of a counterexample, that is a pair of words with particular relation to each other that is a subset of a tested language.
if that language does not satisfy the given property. We explain how extracting such conuterexample works in our method.

One of the main goals of our research was to provide a usable implementation of our method in the form of a web application. Chapter 7 contains details of that implementation. We discuss both the implementation of algorithms as well as the user interface. Finally, the format for describing automata and traducers in our system is explained and some examples are provided.

The final chapter contains a summary of our work and a direction for future research and implementation.
Chapter 2

Basic Concepts

In this chapter we introduce the basic concepts and notation used to investigate regular languages.

2.1 Set Notation

If a set is denoted by \( S \) then \( |S| \) denotes the cardinality of that set, and \( 2^S \) denotes all possible subsets of that set.

2.2 Alphabet, Word, Language

An alphabet, denoted by \( \Sigma \), is a finite nonempty set. Elements of an alphabet are called symbols. A word is a finite sequence of symbols over a given alphabet \( \Sigma \). A language is a set of words. It may contain the empty word, which is denoted by \( \lambda \). The basic operation on words is concatenation. If \( u \) and \( v \) are words then their concatenation is \( uv \) and consists of the symbols of \( u \) followed by those of \( v \). Obviously, \( u\lambda = \lambda u = u \).

**Example:** An alphabet consisting of two symbols : \( \Sigma = \{a,b\} \). An example language over that alphabet consisting of 3 words: \( \{abb, ab, a\} \). Also, if \( u = abb \) and \( v = ab \),
then $uv = abbab$.

2.3 Regular Languages

The set of all possible languages is denoted by $2^{\Sigma^*}$. Among those languages we can distinguish four hierarchical groups, depending on the type of grammar or machine used to describe the languages [7]:

- nonrestricted grammars - accepted by Turing machines
- context-sensitive grammars - accepted by linear bounded Turing machines
- context-free grammars - accepted by pushdown automata
- regular grammars - accepted by finite automata

In this paper we investigate languages from the last group. By definition a regular language is a formal language accepted by a finite state automaton.

2.4 Finite State Automata

We base our definition of a Finite State Automaton (FSA) on the one given in [42]. The only difference is that our definition of FSA allows multiple start states. It is known that such modification does not affect the computational power of the model. A finite state automaton (also referred to as a finite automaton) is a quintuple $(Q, \Sigma, \delta, S, F)$ where:

- $Q$ is the finite set of states
• $\Sigma$ is the input alphabet

• $\delta$ is the transition function or the transition set

• $S$ is the set of start states

• $F$ is the set of final states

An FSA has a graphical representation (Fig. 2.1). States are denoted by circles, transitions are denoted by arrows with labels that connect states. Start states are denoted by an arrow with no origin state and final states are denoted by double circles.

![Figure 2.1: An example FSA with $Q = \{1, 2, 3, 4\}$, $\Sigma = \{a, b\}$, start states $S = \{1\}$ and final states $F = \{2, 3, 4\}$.](image)

We say that an automaton accepts a word if that word is created by concatenating the transition labels encountered when moving along a path from a start state to a final state. Such path is called an accepting path.

**Example:** Let us consider the automaton in Fig. 2.1. 1 is the single start state in this automaton. The first transition, labelled with $a$, takes us from state 1 to state 2 while accepting symbol $a$. From state 2 the transition labelled with $b$ takes us to state 3 which is a final state. Along the path from the start state to one of the final states
the automaton accepted the word $ab$. Therefore $ab$ is one of the words accepted by this automaton.

We say that an automaton $A$ accepts or represents a language $L$, if every word of this language is accepted by $A$ and every word accepted by $A$ belongs to $L$.

**Example:** Let us again consider the automaton in Fig. 2.1. This automaton accepts the following set of words: \{a, ab, aba\}. Therefore, this automaton represents the language consisting of these three words.

We define the size of an automaton $A$ to be:

$$|A| = |Q| + |\delta|$$

(2.1)

where $|Q|$ is the number of states in $A$, and $|\delta|$ is the number of transitions in $A$.

There are two types of automata that we often deal with in the literature [42]:

- Deterministic Finite Automaton (DFA)

- Nondeterministic Finite Automaton (NFA).

In a DFA the next state is always uniquely determined by the current state and input symbol. Hence the transition function has the following form:

$$\delta : Q \times \Sigma \rightarrow Q$$

(2.2)
An NFA is a generalization of a DFA. Formally an NFA is defined in the same way as a DFA. The difference is in the transition function. In an NFA, it has the following form:

$$\delta : Q \times \Sigma \rightarrow 2^Q$$

where $2^Q$ denotes all subsets of the states in an NFA. This means there might be more than one transition from a state with the same label. Consequently, the next state is not uniquely determined by the pair of the current state and the input symbol.

![Diagram](image)

(a) DFA - every state has at most one transition going out with the same label

(b) NFA - more than one transition with the same label originating from state 1

Figure 2.2: Two equivalent Finite Automata: deterministic (2.2a) and nondeterministic (2.2b).

Both types of automata accept the same family of regular languages [34]. Furthermore, two automata are called equivalent if they accept the same language. For every NFA we can build an equivalent DFA [42], however for a particular NFA with $n$ states an equivalent DFA can have up to $2^n$ states.

In order to accept a given word, an automaton has to perform a certain computation, which is simply an accepting path. We denote that computation by listing the transitions that are visited during the computation in the order that they are visited. We
use the following notation to describe a single transition in an automaton:

\[(p, \sigma, q)\]  \hspace{2cm} (2.4)

where \(p\) is the origin state, \(q\) is the destination state, \(\sigma\) is the label of that transition, and \(q \in \delta(p, \sigma)\). For example the automaton in Fig. 2.2b in order to accept the word \(aaab\) has to perform the following computation:

\[(1, a, 1), (1, a, 1), (1, a, 2), (2, b, 2)\]

An automaton can contain some states that do not belong to any accepting path. Such states are either unreachable from any start state of the automaton via any computation, or none of the final states can be reached from that state regardless of the input word. The process of removing such states and all corresponding transitions from an automaton is called trimming. It does not affect the language accepted by an automaton and can decrease the size of such automaton.

**Example:** An automaton accepting the language \(L = ab^*\), before and after trimming (Fig. 2.3).

If a nondeterministic automaton contains any transitions labelled with the empty words then it is called \(\lambda\)-NFA. For every \(\lambda\)-NFA we can build an equivalent NFA with no \(\lambda\)-transitions. Methods for building NFA based on \(\lambda\)-NFA are well known and
therefore we will not introduce them in this thesis. However, we do refer the reader to [13] and [42] where such a methods are discussed.

There are other well known operations on regular languages crucial for our methods like Cartesian Product.

### 2.5 Cartesian Product of Two Automata

Using Cartesian product operation we can construct an automaton that represents the intersection of two languages. If an automaton $A_1$ accepts the language $L_1$ and an automaton $A_2$ accepts the language $L_2$ we can construct an automaton $A_3$ accepting the language $L_3$ such that:

$$L_1 \cap L_2 = L_3$$

A classical method for building such automaton is a Cartesian Product operation [13].

Let us consider two regular languages. Now let us assume that those two languages
are represented by two NFAs (no λ-transitions), $A_1$ and $A_2$. For every transition $(p_1, \sigma, q_1)$ in $A_1$ and $(p_2, \sigma, q_2)$ in $A_2$ (i.e. transitions with matching labels) we add a transition $((p_1, p_2), \sigma, (q_1, q_2))$ to automaton $A_3$. The set of start states in $A_3$ includes all states that are pairs of start states from automata $A_1$ and $A_2$. In other words a state $(p_1, p_2)$ becomes a start state in $A_3$ if and only if $p_1$ is a start state in $A_1$ and $p_2$ is a start state in $A_2$. Similarly, the set of final states in $A_3$ consists of states that are pairs of final states of $A_1$ and $A_2$. That means a state $(q_1, q_2)$ becomes final state if and only if $q_1$ is a final state in $A_1$ and $q_2$ is a final state in $A_2$.

The product construction can be inefficient, as in some cases a created transition is not accessible from a start state. In such a case the transition does not affect the represented language but contributes to the size of the product automaton. Therefore a more efficient solution is to build a product automaton incrementally [13]. In this approach we start by defining the set of starting states. Next we build transitions going out of start states. At the same time we build a set of states that are reachable from any start state. In the next iteration we only build transitions going out of this set of reachable states and expand the set of reachable states with states that are constructed in that iteration. The procedure ends when all reachable transitions in the new automaton have been constructed. The automaton constructed in this way is equivalent to the automaton built directly by definition, but it is often smaller.

**Example:** Let us consider two automata, $A_1$ (Fig. 2.4a) and $A_2$ (Fig. 2.4b).
In the first step we identify the set of start states of the product automaton (Fig. 2.5).

![Diagram](a) The automaton $A_1$  
(b) The automaton $A_2$

Figure 2.4

Then we build a set of transitions going out of start states (Fig. 2.6).

![Diagram](1,1)  
Figure 2.5: A start state of the product automaton

![Diagram](1,1)  
Figure 2.6: Adding transitions from a starting state

We can now identify a set of states that are directly reachable from any start state (in this case state $(1,1)$). Both state 2 in $A_1$ and state 2 in $A_2$ are final states and therefore the state $(2,2)$ becomes a final state in the product automaton. Next we go to the first state in the set of reachable states that have not yet been processed and build all transitions going out from that state (Fig. 2.7).
There are no new states added in this step because all added transitions lead to states that have been already established. In the final step we build a transition going out of a final state (Fig. 2.8).

What if one of the automata is not in a λ-free form? One approach is to transform it into its λ-free equivalent. A second approach, the one that we follow in this dissertation, is to expand both automata with a set of special λ-transitions (we refer to those transitions as self λ-transitions) that do not affect the accepted language (Fig. 2.9). Every added self λ-transition ends in the same state as it starts. After we apply the modification we proceed with the product construction in the same way as we did in case of λ-free automata, treating λ as any other symbol in the language.
Example: Let us consider two automata: $A_1$ (Fig. 2.10a) and $A_2$ (Fig. 2.10b).

Because automaton $A_1$ has a $\lambda$-transition we need to expand both automata involved in product construction with self $\lambda$-transitions (Fig. 2.11).

Now can we build the product automaton using the incremental approach described before. We start by identifying the set of starting states (Fig. 2.12a). Next we build transitions going out of the start state (Fig. 2.12b). We keep expanding the set of reachable states by building transitions only from reachable states (Fig. 2.12c).
process is complete once we have processed all the reachable transitions (Fig. 2.12c).

![Diagram](image)

(a) A start state of the product automaton
(b) Transitions going out of the start state
(c) Building new transitions
(d) The final product

Figure 2.12

2.6 Transducers

A transducer (Fig. 2.13) is a 6-tuple \((Q, \Sigma, \Gamma, \delta, S, F)\) where:

- \(Q\) is the finite set of states
- \(\Sigma\) is the input alphabet
- \(\Gamma\) is the output alphabet
- \(\delta\) is the set of transitions
• S is the set of start states

• F is the set of final states

It extends the concept of NFA. For every accepted word, it produces a set of possible output words. The transition set in a transducer has the following form:

\[ \delta \subseteq Q \times (\Sigma \cup \{\lambda\}) \times (\Gamma \cup \{\lambda\}) \times Q \]

(2.6)

A transducer represents a relation between words. A transducer is called functional or single valued if, for every input word, it produces at most one output word. Nonde-terministic Sequential Machine (NSM) is a particular kind of transducer where every transition is limited to one input and one output symbol.

We sometimes present transducers in shorthand form using \( \sigma \) to represent all the possible letters from an alphabet. For instance, if a presented transducer has a transition in the form \((p, \sigma/\lambda, q)\) and we want to apply it where both the input language and the output language are over the alphabet \(\{a, b, c\}\) this transition is a shorthand for the following set of transitions: \((p, a/\lambda, q)\), \((p, b/\lambda, q)\), \((p, c/\lambda, q)\). The transition \((p, \sigma/\sigma, q)\) is a shorthand for \((p, a/a, q)\), \((p, b/b, q)\), \((p, c/c, q)\). Finally the transition
\((p, \sigma/\sigma', q)\) is a shorthand for \((p, a/b, q), (p, a/c, q), (p, b/a, q) (p, b/c, q), (p, c/a, q), (p, c/b, q)\). An example of a transducer for the particular alphabet is presented in Fig. 2.14.

Similarly to an automaton, a transducer performs computations. In case of a transducer every accepting computation accepts one word and produces one word. Therefore one computation represents a pair of an input and an output word. Similarly to the case of an automaton, we denote a computation by listing all visited transitions in the order that they were visited. For example for the transducer in Fig. 2.13 to accept the word \(bba\) and produce the word \(ba\), this transducer can perform the following computation:

\[(1, b/b, 1), (1, b/a, 2), (2, a/\lambda, 2)\]

In general, \(t(u)\) denotes the set of all possible outputs of \(t\) on input \(u\). If we assume \(t\) to be the transducer in Fig. 2.13 then \(ba \in t(bba)\), and also \(t(ab) = \emptyset\).

![Transducer Diagram](image-url)
We can perform the trimming operation on transducers. Such a procedure removes transitions and states in a way that the relation represented by a transducer is not affected.

2.7 Cartesian Product of an Automaton and a Transducer

We can apply the relation represented by a transducer not only to a particular word but also to a whole language. Formally such an operation is denoted as follows:

$$t(L_x) = L_2$$ (2.7)

where $L_1$ is the original language, $t$ is the transducer representing a relation, and $L_2$ is the language representing all the words that are a result of applying relation $t$ to any word in $L_1$. We construct an automaton $A_2$ that represents $L_2$ using a product-like operation on a pair of an automaton $A_1$ representing $L_1$ and a transducer $t$. For every transition $(p_1, \sigma, q_1)$ in $A_1$ and $(p_2, \sigma/\gamma, q_2)$ in $t$, that is a pair of transitions with matching input labels, we build a transition $((p_1, p_2), \gamma, (q_1, q_2))$ in $A_2$ where $\gamma$ is the output symbol of the corresponding transducer transition. We identify the set of start states and final states of $A_2$ in the same way we do in a case of a product operation of two automata.

Transducers can include transitions with $\lambda$ as both input or output symbols. A given transducer, unlike an NFA, might not have a $\lambda$-free equivalent. Therefore, before applying the product construction, we have to expand both the automaton and the
transducer with self $\lambda$-transitions (Fig. 2.15). Transitions added to the transducer have $\lambda$ as both input and output. Note that adding self $\lambda$-transitions does not affect the relation represented by a transducer.

![Diagram](image)

(a) A transducer with $\lambda$-transitions  
(b) The same transducer expanded with self $\lambda$-transitions

Figure 2.15: An example transducer expanded with self $\lambda$-transitions

**Example:** Fig. 2.16 presents the process of building the product of the automaton in Fig. 2.9b and the transducer in Fig. 2.15b
Figure 2.16: The product of the automaton in Fig. 2.9b and the transducer in Fig. 2.15b
Chapter 3

Language Properties and Description Methods

We define a language property to be a set of languages. In practice we usually choose a set of languages that posses a certain common characteristic. We say that a language satisfies a property if it belongs to the set of languages defining that particular property.

A common application of regular languages is encoding information. However, not every language may be used for encoding. There are different properties that define whether a language is an appropriate mean of encoding information. An important type of properties are code related properties. There are a few existing methods for deciding and describing such properties but they come with limitations.

In the first part of this chapter, we take a look at some classical and more recently established properties of languages. In the second part, we provide an overview of some existing general and formal methods for describing and deciding properties.

3.1 Unique Decodability

Unique decodability is one of the most important and widely studied properties. This property consists of languages that we call codes. Satisfying unique decodability is
usually a necessary condition for a language to be a lossless information transfer tool. In the literature, this property is also referred to as the one-to-one property [29] or unique decipherability [16]. We say that a language belongs to that property if every message over this language has a unique factorization over its code words.

**Example:** Let us consider the language \( L = \{0, 01, 10\} \). The message 010 has two possible factorizations over this language: \((0)(10)\) and \((01)(0)\). Thus \( L \) is not a code.

### 3.2 Code Related Properties

There is no unique definition for what a code related property is. In [21] and [25] code related properties are the independence properties (see Section 5.2 for more information on independence). Some classical code related properties are ([5] and [29]):

- **Prefix codes:** no word in the language is a prefix of any other word in the same language (**Example:** \( L_1 = \{01, 11, 000\} \) is a prefix code but \( L_2 = \{01, 11, 010\} \) is not because 01 is a prefix of 010).

- **Suffix codes:** no word in the language is a suffix of any other word in the same language (**Example:** \( L_1 = \{01, 11, 000\} \) is a suffix code but \( L_2 = \{10, 11, 010\} \) is not because 10 is a suffix of 010).

- **Bifix codes:** both prefix and suffix properties are satisfied (**Example:** Again \( L_1 = \{01, 11, 000\} \) is a bifix code but \( L_2 = \{10, 11, 010\} \) is not because 10 is a suffix of 010).
More recently investigated code related properties are:

- Infix codes [19]: no word in the language appears as part of any other word in the same language. *(Example: \( L_1 = \{01, 11, 000\} \) is an infix code but \( L_2 = \{10, 11, 01101\} \) is not because 11 is part of 01101.)*

- Overlap-free languages [6, 15]: no proper prefix of one word is at the same time proper suffix of any word in the language. *(Example: \( L_1 = \{10, 100, 1000\} \) is an overlap free language but \( L_2 = \{101, 100, 1010\} \) is not because prefix 10 of 100 is a suffix of 1010.)*

- Solid codes [40, 24, 22]: the infix property is satisfied and the overlap-free property is satisfied. *(Example: \( L_1 = \{0111, 01011, 010011\} \) is a solid code but \( L_2 = \{0111, 1011, 01011\} \) is not because a suffix of 1011 is a prefix of 0111.)*

- Thin languages [32]: There are no two words of the same length in the language. *(Example: \( L_1 = \{0, 01, 011\} \) is a thin language but \( L = \{1, 01, 10\} \) is not)*

Prefix and suffix codes have been well investigated since early days of computer science. Later, the attention of the scientific community was drawn to infix codes and more recently to solid codes. Of course this is only a small subset of existing properties. In fact it can be easily proven that there exists uncountably many properties [11]. It should be noted that not every code related property is a subset of the code property. For example not all thin languages are codes.
3.3 Methods for Describing Code Related Properties

Methods for deciding and describing classes of codes have been under investigation for long time. There are many different algorithms for deciding if a language belongs to a certain class of languages for some well established classes. For instance, there is a variety of algorithms for deciding if a given language is a code for both finite and infinite language. Many of them are based on the Sardinas and Patterson algorithm [5]. A fast algorithm, but applicable only to finite languages is presented in [37]. A different one, applicable to regular languages, is presented in [16]. It uses the concept of functionality of transducers. Algorithms are also known for deciding if a language belongs to the classes of suffix, prefix, and bifix codes [5], solid codes [24], and infix codes [19].

The algorithms in publications listed above use different approaches for every property; in the following, we provide an overview of methods offering unified algorithms applicable to multiple classes of languages. First we a take look at general mathematical methods and then focus on formal methods, that is methods that utilize some form of formal expressions for describing properties.

To our knowledge, [39] is the first work proposing a general mathematical method for defining many code related properties. The authors use the concepts of binary word relation and independent sets. A binary relation $p$ on $\Sigma^*$ is a subset of $\Sigma^* \times \Sigma^*$. A strict binary relation has to satisfy additional constraints for all $w, v \in \Sigma^*$:

- $(w, w) \in p$ and $(w, \lambda) \in p$
• \((w, v) \in p\) implies \(\text{length}(w) \geq \text{length}(v)\)

• \((w, v) \in p\) and \(\text{length}(w) = \text{length}(v)\) implies \(w = v\)

A subset \(H\) of \(\Sigma^*\) is called \(p\)-independent (independent with respect to some relation \(p\)) if the following statement holds true:

\[
\forall u, v \in H : (u, v) \in p \Rightarrow u = v
\]

The authors of [39] describe prefix and suffix relations in the context of strict binary relations over some alphabet \(\Sigma\):

• \(p_p = \{(u, ux) | u \in \Sigma^*, x \in \Sigma^*\}\)

• \(p_s = \{(u, xu) | u \in \Sigma^*, x \in \Sigma^*\}\)

Having the relations defined the authors use the concept of \(p\)-independence to describe some code related properties. A language is a prefix code if it is \(p_p\)-independent and it is a suffix code if it is \(p_s\)-independent. Furthermore, the set of all \(p\)-independent languages is in fact a property according to our definition of a property. For instance, the set of all \(p_p\)-independent languages is the prefix property. In that sense the concept of \(p\)-independence provides a mathematical framework for describing language properties. This concept was a foundation for further research - see [41] and [18].

Another, more recent method for defining code related properties is based on the concept of dependence systems [25]. In particular we are interested in the concept
of $n$-independence. A property is an $n$-independence property, if a language belongs to such a property if and only if every subset of such a language of cardinality smaller than $n$ also belongs to that property. It turns out that all properties that can be defined using our method are in fact independence properties, in particular 3-independence properties. We further investigate the concept of independence in Section 5.2.

### 3.4 Existing Formal Methods for Describing Language Properties

In the following part we investigate three existing formal methods for describing (thus also defining) properties of languages:

- **Implicational conditions** [21], where properties are described by first order logic formulas.

- **Regular Trajectories** [9, 10], where properties are described by regular expressions.

- **Language in-equations** [26], where properties are described by binary word operations.

#### 3.4.1 Implicational Condition

The framework presented in [21] provides a method for general algebraic characterisation of classes of languages. It uses first order formulas called implicational independence conditions. The basic implicational independence condition has the following
form:

\[(\text{quantifier prefix})(\text{(formula) } \rightarrow \text{(formula)})\]

where the elements of the condition must satisfy the following:

1. **quantifier prefix** - it involves only universal quantifiers and it may include quantification over the number of variables used.

2. **formula** - the first formula is refereed to as the premise, the second one is the conclusion; both formulas are disjunction of conjunctions of equations and inclusions

Following are some properties discussed in this thesis described using the framework given in [21]:

Prefix codes:

\[I_p = \forall u, v : u \in L, uv \in L \rightarrow v = \lambda\]

Suffix codes:

\[I_s = \forall u, v : u \in L, vu \in L \rightarrow v = \lambda\]

Infix codes:

\[I_i = \forall u, v, w : u \in L, vuw \in L \rightarrow v = \lambda, w = \lambda\]

Hypercodes:

\[I_h = \forall n \forall x_0, \ldots, x_n, y_1, \ldots, y_n \in X^* : x_0 \ldots x_n \in L, x_0 y_1 x_1 \ldots y_n x_n \in L \rightarrow y_1 = \lambda \land \ldots, y_n = \lambda\]
Overlap-free languages:

\[ I_{of} = \forall u, v, w : u \in L, uv \in L, vw \in L \rightarrow u = \lambda \land v = \lambda \land w = \lambda \]

Solid codes:

\[ I_i \land I_{of} \]

In addition to the preceding properties this method is capable of describing properties that are not describable using our method (and also two other methods presented in this section). A good example is the code property:

\[ I_c = \forall m \forall n \forall x_1, \ldots, x_n, y_1, \ldots, y_m \in X^* : x_1 \in L, \ldots, x_n \in L, y_1 \in L, \ldots, y_m \in L, x_1 \ldots x_n = y_1 \ldots y_n \rightarrow n = m \text{ and } x_1 = y_1, \ldots, x_n = y_m \]

Although this method can be used to express the code property, there are some natural classes of codes the cannot be defined using it. The author of [21] provide as an example the class of block codes.
3.4.2 Regular trajectories

In his paper [9], Domaratzki introduced the concept of $T$-codes. A $T$-code is any language $L$ for which the following statement holds true:

$$ (L \sqcap \Sigma^+) \cap L = \emptyset $$ (3.1)

where $\Pi_T$ is a word operation called shuffle on trajectories. The shuffle on trajectories operation was first defined by Mateescu in [35].

We give a formal definition of shuffle on trajectories, following the one given in [9] and earlier by [30]. Let us consider two words $x = x_1x_2...x_n$ and $y = y_1y_2...y_m$ where $x_i, y_j \in \Sigma$, and the trajectory $t = t_1t_2...t_k$ where $t_i \in \{0, 1\}$, then

$$ x \sqcap_T y = \begin{cases} x_1(x_2...x_n \sqcap_{t_2...t_k} y_1y_2...y_m) & \text{if } t_1 = 0 \\ y_1(x_1x_2...x_n \sqcap_{t_2...t_k} y_2...y_m) & \text{if } t_1 = 1 \end{cases} $$

**Example:** $aaa\Pi_{010011}bbb = a(aa\Pi_{10011}bbb) = abaabb$ and $aaa\Pi_{100011}bbb = b(aaa\Pi_{10011}bb) = baaabb$

If $x = x_1x_2...x_n$ and $y = \lambda$ where $x_i \in \Sigma$, and the trajectory $t = t_1t_2...t_k$ where $t_2 \in \{0, 1\}$, then

$$ x \sqcap_T \lambda = \begin{cases} x_1(x_2...x_n \sqcap_{t_2...t_k} y_1y_2...y_m) & \text{if } t_1 = 0 \\ \emptyset & \text{if } t_1 = 1 \end{cases} $$
Example: \(aaa \Pi_{000} \lambda = a(aa \Pi_{00} \lambda) = aaa\) and \(aaa \Pi_{100} \lambda = \emptyset\)

If \(x = \lambda\) and \(y = y_1y_2...y_m\) where \(y_j \in \Sigma\), and the trajectory \(t = t_1t_2...t_k\) where \(t_z \in \{0,1\}\), then

\[
\lambda \Pi_t y = \begin{cases} 
\emptyset & \text{if } t_1 = 0 \\
y_1(x_1x_2...x_n \Pi_{t_2...t_k} y_2...y_m) & \text{if } t_1 = 1 
\end{cases}
\]

Example: \(\lambda \Pi_{111} aaa = a(\lambda \Pi_{11} aa) = aaa\) and \(\lambda \Pi_{011} aaa = \emptyset\)

In addition, \(x \Pi_{\lambda} y = \emptyset\) if \(x \neq \lambda\) or \(x \neq \lambda\). Finally, if \(x = y = \lambda\) then \(\lambda \Pi_{\lambda} \lambda = \lambda\) and \(\lambda \Pi_t \lambda = \emptyset\) when \(t \neq \lambda\)

Domaratzki defines a shuffle on a set \(T \subseteq \{0,1\}^*\) of trajectories operation:

\[
x \Pi_T y = \bigcup_{t \in T} x \Pi_t y
\]

The shuffle on a set of trajectories is further extended by Domaratzki to apply to languages. For \(L_1, L_2 \subseteq \Sigma^*\):

\[
L_1 \Pi_T L_2 = \bigcup_{x \in L_1, y \in L_2} x \Pi_T y
\]

Using a shuffle on set of trajectories operation, Domaratzki proposes a method for
describing $T$-codes. Consider a language $L \subseteq \Sigma^+$. The language $L$ is a $T$-code if it is non-empty and Equation 3.1 holds for some $T$.

Some properties that we investigate in this thesis can be expressed using the $T$-code framework. Let $P_T(\Sigma)$ denote all $T$-codes over an alphabet $\Sigma$ and the set of trajectories $T$. Using sets of trajectories Domaratzki describes classes of codes that correspond to particular properties that we investigate in this thesis:

- suffix codes: $T = 1^*0^*$
- prefix codes: $T = 0^*1^*$
- bifix codes: $T = 0^*1^* + 1^*0^*$
- outfix and infix codes: $T = 0^*1^*0^*$ and $T = 1^*0^*1^*$
- hypercodes: $T = (1 + 0)^*$

**Example:** Let us consider the trajectory set $T = 0^*1^*$, some alphabet $\Sigma$ and the language $L \subseteq \Sigma^*$. For every $x \in L$ the operation $x \Pi_T \Sigma^+$ produces every word for which $x$ is a proper prefix. The operation $L \Pi_T \Sigma^+$ produces the language $L'$ consisting of all of words for which a proper prefix is in $L$. The language $L$ is a prefix code only if none of the words in $L$ is a prefix of any other word in $L$. Therefore $L$ is a prefix code if and only if $(L \Pi_T \Sigma^+) \cap L = \emptyset$

For alternative way of describing $T$-codes Domaratzki uses deletion along trajectories, a word operation introduced independently in [8] and [27]. Let us consider two words
$x = x_1x_2...x_n$ and $y = y_1y_2...y_m$ where $x_i, y_j \in \Sigma$, and the trajectory $t = t_1t_2...t_k$
where $t_i \in \{i, d\}$, then

$$x \sim^r t \sim^l y = \begin{cases} x_1(x_2...x_n \sim^{t_2...t_k} y_1y_2...y_m) & \text{if } t_1 = i \\ (x_2...x_n \sim^{t_2...t_k} y_2...y_m) & \text{if } t_1 = d \text{ and } x_1 = y_1 \\ \emptyset & \text{otherwise} \end{cases}$$

**Example:** $aab \sim^{idd} ab = a(ab \sim^{dd} ab) = a$, $aab \sim^{did} ab = (ab \sim^{id} ab) = a$ and $aab \sim^{diid} ba = \emptyset$

Also, $x = x_1, x_2, ..., x_n$ where $x_i \in \Sigma$, and the trajectory $t = t_1t_2...t_k$ where $t_z \in \{i, d\}$, then

$$x \sim^l \lambda = \begin{cases} x_1(x_2...x_n \sim^{t_2...t_k} \lambda) & \text{if } t_1 = i \\ \emptyset & \text{otherwise} \end{cases}$$

**Example:** $aab \sim^{iii} \lambda = a(ab \Pi_{ii} \lambda) = aab$ and $aab \sim^{dii} \lambda = \emptyset$

Finally, $x \sim^r \lambda y = \emptyset$ if $x \neq \lambda$. Also $\lambda \sim^l t y = \lambda$ if and only if $t = y = \lambda$

Similarly to the shuffle on trajectories the operation of deletion along trajectories is also extended to set of trajectories

$$x \sim^T y = \bigcup_{t \in T} x \Pi_t y$$

The deletion operation is expanded to an operation on languages. For $L_1, L_2 \subseteq \Sigma^*$
we have:

\[ L_1 \sim_T L_2 = \bigcup_{x \in L_1, y \in L_2} : x \sim_T y \]

As stated before, classes of T-codes can be expressed in terms of the deletion on trajectories operation (Equation 3.2). There is a relation between a set of trajectories representing a T-code in context of the shuffle operation and a trajectory set representing the same T-code in context of the deletion operation. This relation is given by a morphism \( \tau : \{0,1\}^* \to \{i,d\}^* \) such that \( \tau(0) = i \) and \( \tau(1) = d \). Given \( T \) describing a set of trajectories for shuffle operation, T-codes can be expressed as follows:

\[ P_T(\Sigma) = \{ L : (L \sim_{\tau(T)} \Sigma^+) \cap L = \emptyset \} \]  \hspace{1cm} (3.2)

for every \( T \subseteq \{0,1\}^* \) and any \( \Sigma \).

**Example:** Let us consider the trajectory set \( T = 0^*1^* \), an alphabet \( \Sigma \), and language \( L \subseteq \Sigma^* \). For every \( x \in L \) the operation \( x \sim_{\tau(T)} \Sigma^+ \) produces every proper suffix of the word \( x \). The operation \( L \cup_{\tau(T)} \Sigma^+ \) produces the language \( L' \) consisting of all proper prefixes of every word in \( L \). The language \( L \) is a prefix code only if none of the words in \( L \) is a prefix of any other word in \( L \). Therefore \( L \) is a prefix code only if \( (L \sim_{\tau(T)} \Sigma^+) \cap L = \emptyset \).

Domaratziki points out that his framework cannot be used to describe the code property and that not all T-codes are in fact codes. In his paper Domaratzki gives an example of trajectory set for which the T-code is not a code:
Example: Let us consider the language $L = \{ab, cb, abc\}$. We can see that $L$ is not code, as $abc = (ab)(cb)$. Now let us consider the trajectory $T = (10)^*$. The language $L$ is a $T$-code because $(L \cup T \Sigma^+) \cap L = \emptyset$ for this particular $T$ and $L$.

3.4.3 Language in-equations

Some code related properties can be described using language in-equations. To use language in-equation we first have to introduce the concept of binary operations on words. We follow the definition of binary word operations given in [26]. A binary word operation is a mapping:

$$\diamond : \Sigma^* \times \Sigma^* \rightarrow 2^{\Sigma^*}$$

where $2^{\Sigma^*}$ represents all possible subsets of $\Sigma^*$.

In the following, we provide some examples of binary word operation as given in [26]:

- **Concatenation**: $u \cdot v = \{uv\}$

- **Left quotient**: $u \rightarrow_{\ell} v = \{w\}$ if $\{u = vw\}$

- **Right quotient**: $u \rightarrow_{r} v = \{w\}$ if $\{u = wv\}$

- **Insertion**: $u \leftarrow v = \{u_1vu_2|u = u_1u_2\}$

- **Deletion**: $u \rightarrow v = \{u_1u_2|u = u_1vu_2\}$

- **Dipolar deletion**: $u \Rightarrow v = \{w|u = v_1wv_2, v = v_1v_2\}$
• *Shuffle* (scattered insertion): \( u \Pi v = \{ u_1 v_1 \ldots u_k v_k u_{k+1} | u = u_1 \ldots u_{k+1}, v = v_1 \ldots u_{k+1} \} \)

A binary operation can be applied to any two languages. For two languages \( L_1 \) and \( L_2 \):

\[
L_1 \diamond L_2 = \bigcup_{u \in L_1, v \in L_2} u \diamond v \quad (3.4)
\]

Recall that, according to the definition we follow in this thesis, a property is a set of all languages that share a common characteristic. Some code related properties can be defined as a solution set to a language in-equation involving binary operations. Following are few examples of such properties given in [26]:

1. *Prefix property* is the solution set of \((X \rightarrow_{i_0} \Sigma^+) \subseteq X^c \) with a constraint \(X \subseteq \Sigma^+, \) and where \(X^c\) is the complement of \(X, \) that is \(X^c = \Sigma^+ - X\)

2. *Suffix property* is the solution set of \((X \rightarrow_{r_0} \Sigma^+) \subseteq X^c \) with \(X \subseteq \Sigma^+\)

3. *Infix property* is the set of solution of \((X \Rightarrow \Sigma^+) \subseteq X^c \) with

4. *Outfix property* is the set of solution of \((X \rightarrow \Sigma^+) \subseteq X^c \) with \(X \subseteq \Sigma^+\)

5. *Hypercode property* is the set of solution of \((X \Pi \Sigma^+) \subseteq X^c \) with \(X \subseteq \Sigma^+\)

Every language in-equation in the preceding list defines a property which consist of all languages that satisfy that property. For example, a language that satisfies the in-equation described in point 1 is a prefix code.
Language equation can be approached similarly to the algebraic equation. For example $X \cdot L = R$ is to some extent similar to the equation $x + l = r$ where $x$ is the unknown and $l$ and $r$ are constants. However, because a binary word operation is usually not commutative, the concept of left or right inverse has to be applied in order to solve a language equation. Following the definition given in [26] we define the concept of left and right inverse:

- For the binary operation $\cdot$, a left inverse of $\cdot$ denoted as $\cdot^l$ is defined as:
  
  \[ w \in x \cdot v \text{ iff } x \in w^{l}v \text{ for all } v, w, x \in \Sigma^* \]

- For the binary operation $\cdot$, a right inverse of $\cdot$ denoted as $\cdot^r$ is defined as:
  
  \[ w \in \{ x \cdot v \} \text{ iff } v \in x^{r}w \text{ for all } v, w, x \in \Sigma^* \]

Similar approach can be applied to language in-equations.
Chapter 4

Our Method

Our method is developed to address the following problem:

*Given the descriptions of a property P and a language L decide if L satisfies P.*

We are able to decide certain language properties by testing the following condition:

\[ t(L) \cap L = \emptyset, \quad (4.1) \]

where \( L \) is the given language and \( t \) is a transducer that describes the property \( P \). If (4.1) is true, the language \( L \) does satisfy (or belongs to) the property \( P \). If (4.1) is not satisfied then that language does not belong to the property \( P \). Testing Equation 4.1 is a simple and effective method for deciding certain properties of languages. The algorithm for that method is a four step process:

1. Describing the property with a transducer

2. Constructing the language \( t(L) \), where \( L \) is the given language and \( t \) is a transducer describing the property

3. Constructing the language \( t(L) \cap L \)

4. Testing if the language \( t(L) \cap L \) is empty or not
The method can be applied to a certain set of properties and comes with some limitations, which are discussed further in the next chapter.

4.1 Describing Properties of Languages with Transducers

Transducers are well understood tools in automaton theory. They can be used to represent relations between words. Some properties are based on a relation between words within a language, or rather avoiding the relation (e.g. suffix codes, where no word can be a proper suffix of any other word within the same language). For some properties we can build a transducer that describes the relation between words that have to be excluded from a language for it to belong to certain property. Then, such transducer describes that property in the context of our method. In particular transducers can be used to describe all properties listed in Section 3.2.

Let us consider the suffix property. It is possible to construct the transducer $t_s$ such that for any given input word the transducer $t_s$ is capable of generating every possible proper suffix of that word (Fig. 4.1). By proper suffix of a word we mean a suffix that does not equal the original word. We say that this transducer represents the proper suffix relation.

**Example:** Given the word aaab, the set of possible outputs of the transducer in Fig. 4.1 would be: $\{aab, ab, b, \lambda\}$. Note that aaab is not in this set since it not a proper suffix of itself.

Similarly we can present the transducer $t_p$ for generating proper prefixes (Fig. 4.2).
For every input word, it can produce every proper suffix of this word. As mentioned in Section 2.6, $\sigma$ represents any symbol in a given alphabet and $\lambda$ represents the empty word.

Figure 4.2: The transducer $t_p$, for every input word, can produce every proper prefix of this word.

**Example:** The transducer in Fig. 4.2 can produce all proper prefixes of any input word. Given the input word $aaab$, the set of possible output words is: $\{aaa, aa, a, \lambda\}$

In the context of our method and Equation 4.1, we say that the transducer in Fig. 4.1 describes the suffix property and the transducer in Fig. 4.2 describes the prefix property. Using the same approach we can build transducers corresponding to different properties. Note that such a transducer is useful for our method only if it is input altering. A transducer is input altering if, for any input word, the set of output words does not contain that input word. This issue is further discussed in Section 5.1.

Once we have a valid description of a property in a form of an input altering transducer $t$, the next step is computing the language $t(L)$. 
4.2 Constructing \( t(L) \)

In this step we build the automaton representing the language \( t(L) \), where \( t \) describes a certain property and \( L \) is the given language to be tested. To achieve this, we use the product operation, as explained in Section 2.7. Performing the product operation on the NFA \( A \) representing \( L \) and the transducer \( t \) results in an NFA \( A' \), which represents the language of all words that are in relation with any word from \( L \) according to \( t \).

**Example:** Let us consider the automaton \( A_2 \) (Fig. 4.3) representing the language \( L_2 = a^*b \) (Fig. 4.3). The automaton is now expanded with self \( \lambda \)-transitions.

![Figure 4.3: The automaton representing the language \( L_2 = a^*b \), expanded with self \( \lambda \)-transitions](#)

Next, let us consider a transducer \( t_p \) representing the proper prefix relation over the alphabet \( \{a, b\} \) (Fig. 4.4).

In order to identify the language that will consist of all proper prefixes of the language \( L_2 \) we construct the product of the automaton \( A_2 \) and the transducer \( t_p \). The steps in building the product automaton are presented in Fig. 4.5.
The automaton in Fig. 4.5d represents the language $a^*$, which consists of all proper prefixes of the language $a^*b$.

Now, consider a transducer $t_s$ representing the proper suffix relation over the alphabet \{a, b\} (Fig. 4.6).
We build the language of all proper suffixes of the language $L_2$. We construct the product of the automaton presented in Fig. 4.3 and the transducer $t_s$ in Fig. 4.6. The process of building the product automaton is presented in Fig. 4.7.
The automaton in Fig. 4.7 represents the language $a^*b+\lambda$, that is the set of all proper suffixes of the language $L_2 = a^*b$.

We have seen how to construct $t(L)$, given an input altering transducer $t$ and an automaton representing $L$. The next step is to identify the set of words that exist both in $L$ and $t(L)$.

4.3 The Final Product Construction and the Emptiness Test

When we test a given language $L$ for properties like the suffix property or the prefix property, we want to establish if that language contains pairs of words that have a particular relation with one another. In such cases, given an input altering transducer $t$ that represents that relation, we can construct the language $t(L)$. If $t(L)$ has a subset of words that also exist in $L$, then the property is not satisfied. In other words, if the intersection of the language $L$ and the language $t(L)$ is the empty set, the language $L$ belongs to the property described by $t$.

In the previous section we showed how to construct the automaton $t(L)$. Next, we construct the automaton accepting the language $t(L) \cap L$ using again the product operation. If the automaton representing $t(L) \cap L$ does not contain any accepting paths, then Formula 4.1 holds and the language $L$ belongs to the property described by $t$. However if the same automaton contains at least one accepting path, then $L$ does not belong to that property.

Example: Let us consider the language $L_2$ (Fig. 4.3). In the previous section we
constructed the automaton representing the language $t_s(L_2)$ (Fig. 4.7d) where $t_s$ represents the suffix property. Now we construct the product of $L_2$ and $t_s(L_2)$ (Fig. 4.8). The resulting automaton is presented in Fig 4.8d. This automaton has an accepting path. This means the language represented by that automaton is not an empty one and the language $L_2$ does not belong to the property described by $t_s$.

![Diagram](image.png)

Figure 4.8: The process of constructing the automaton representing $L_2 \cap t_s(L_2)$.

Now consider the language $L_2$ and the set of all proper prefixes of that language $t_p(L_2)$ (Fig. 4.5d). Constructing a product of $L_2$ and $t_p(L_2)$ results in the language represented by the automaton in Fig. 4.9d. This automaton does not have an accepting path (lack of an accessible final state clearly indicates lack of an accepting path).
Hence, the language represented by this automaton is empty. Therefore, Equation 4.1 holds for $L_2$ and $t_p$, which means that $L_2$ is a prefix code.

![Diagram of automaton states and transitions](image)

(a) Start state of the product automaton
(b) Transitions going out of the start state
(c) Building new transitions
(d) The final product

Figure 4.9: The process of constructing the automaton representing $L_2 \cap t_p(L_2)$

In order to decide the emptiness problem of languages represented by automata we use the well-known Breadth First Search algorithm [38] for searching for a path from one of the starting states to one of the final states.

### 4.4 Examples of Transducers Describing Well Known Properties

Next, we present input altering transducers describing some properties listed in Section 3.2 in the context of our method:
- Infix property (Fig. 4.10)
- Thin language property (Fig. 4.11)
- Hypercode property (Fig. 4.12)
- Overlap-free property (Fig. 4.13)
- Solid code property (Fig. 4.14)

\[ a/X a/a a/X \]

Figure 4.10: Transducer $t_i$ describing the infix property.

\[ a/a a/a' \]

Figure 4.11: Transducer $t_{ul}$ describing the thin language property.

Given a transducer $t_1$ describing some property $P_1$ and $t_2$ describing a property $P_2,$ we can construct a transducer $t_1 \cup t_2$ describing $P_1 \cap P_2,$ which is the set of languages that satisfy both $P_1$ and $P_2.$
Example: Consider the solid code property. As explained in Section 3.2, a solid code is a language that belongs both to the infix property and to the overlap-free property. The transducer $t_{sc}$ (Fig. 4.14) is in fact equivalent to $t_i \cup t_{of}$ (Fig. 4.10 and 4.13).
Chapter 5

Limitations

Although our method is useful for formally describing some properties and testing if languages belong to those properties, it does have limitations. It can only be applied to 3-independence properties. Within that scope of problems our method requires a description of properties in the form of input altering transducers, and not all 3-independence properties can be described using such transducers.

5.1 Input Altering Transducer

The method requires a property to be represented in the form of an input altering transducer. A transducer \( t \) is input altering if and only if the following property holds:

\[
\forall w \in \Sigma^* : w \notin t(w)
\]  

That means for any given input word over any alphabet, the input word is not contained in the set of output words.

Meeting this requirement is crucial for our method. If even a single word from the input language is preserved by a transducer it means the output language will always contain a word from the input language (Fig. 5.1). As a result Equation 5.1 will never
Figure 5.1: An example of a transducer that is not input altering. For the input word $aa$ the set of output words is $\{bb, ba, aa\}$. The original word $aa$ is also found in the set of possible output words.

hold and therefore such transducer cannot be used to test a language for a non-trivial property. Moreover, if the given transducer is input altering then it is also decidable whether a given regular language is maximal with respect to the property described by that transducer - see [11].

Determining if a given transducer is input altering is not a decidable problem [20]. The proof is based on the observation that the question of whether a transducer is input altering can be mapped to the Post Correspondence Problem, which is not solvable [33]. In practice, for the transducers defining properties like those in Section 3.2 it is possible for a human to tell if the transducers is input altering or not. However, the general problem remains algorithmically unsolvable.

5.2 Independence Properties

A property $P$ is an $n$-independence [23] property, if the following statement holds true for every language $L$:

$$L \in P \iff \forall L' \subseteq L : 0 < |L'| < n \rightarrow L' \in P \quad (5.2)$$
That is, if a language $L$ belongs to $P$ then every subset of $L$ of cardinality less than $n$ also satisfies that property, and if every subset of $L$ of cardinality smaller than $n$ belongs to $P$ then $L$ satisfies that property. If we want to test a language for a property that is a 3-independence property it is sufficient to test every subset of that language of cardinality less than 3. Using a transducer we represent a relationship between two words and check if a pair of words exists that does not satisfy the property. If no such pair exists it means that all subsets of a language of cardinality less than 3 belong to that property. In the case of 3-independence property it is sufficient proof to state that a language satisfies a particular property. However, not every 3-independence property can be expressed in the form of input altering transducer.

A property $P$ is called an independence property if it satisfies Formula 5.2 for some $n$.

### 5.3 A 3-Independence Property Not Describable by an Input Altering Transducer

There are uncountably many 3-independence properties. Therefore we cannot use finite state machines to represent every property from this set. However this argument does not provide examples of such properties.

An example of a property that is not expressible using a transducer is the set $P_{Rev}$.

---

1. In fact, there are uncountably many 3-independence properties consisting of infix codes. This is shown in [11]. The proof is based on the following two claims: (1) There are uncountably many infix codes. (2) For every infix code $C$, the set $2^C$ is a 3-independence property whose elements are infix codes.
of languages where each language cannot contain the reverse of any of its words. For instance if $aab$ belongs to such language then $baa$ cannot belong to it. Formally this property is expressed as follows:

$$L \in P_{Rev} \iff \forall u, v \in L : u \neq v^R$$  \hspace{1cm} (5.3)

There is no transducer capable of representing the property $P_{Rev}$ in context of our method. To prove that we use a Pumping Lemma argument: we show that altering a computation performed by $t$ affects the relation represented by it. First we assume that such a transducer exists. If such $t$ exists the following statement holds true:

$$\forall L : t(L) \cap L = \emptyset \iff L \in P_{Rev}$$  \hspace{1cm} (5.4)

that is, for any regular language $L$ and the transducer $t$ representing $P_{Rev}$ we can use $t$ in the equation 4.1 in order to decide if $L$ belongs to the property $P_{Rev}$. Therefore:

$$\forall L : \forall u, v \in L : v \not\in t(u) \iff v \neq u^R$$  \hspace{1cm} (5.5)

Next let us also consider the language $L = \Sigma^*$ that is the language consisting of all possible words. Then:

$$\forall u, v \in L : v \not\in t(u) \iff u \neq v^R$$  \hspace{1cm} (5.6)
and, equivalently

\[ \forall u, v \in L : v \in t(u) \iff u = v^R \]  

Therefore, if such a transducer \( t \) exists, it has to be functional, so that \( t(u) = u^R \).

In order to disprove the existence of \( t \) we prove the following statement:

\[ \forall t : \forall u \in \Sigma^* : t(u) = u^R \]  

Let us assume that \( t \) exists and has \( M \) states. Now consider the word \( u = a^N b^N \) such that \( N > M \). Then \( t(u) = b^N a^N \), which means that the transducer \( t \) has to realize the following computation:

\[(q_0, x_1/y_1, q_1), \ldots, (q_{k-1}, x_k/y_k, q_k), \ldots, (q_{n-1}, x_n/y_n, q_n)\]

where \( q_0 \) is a start state and \( q_n \) is a final state and:

- \( x_1 x_2 x_3 \ldots x_n = a^N b^N \)
- \( y_1 y_2 y_3 \ldots y_n = b^N a^N \)

In fact some accepted and produced symbols can be \( \lambda \) and it might be the case that \( n > |u| \). Therefore, \( n \geq 2N \). We can assume that the computation performed by \( t \) when accepting the word \( u \) has the following structure:

\[(q_0, x_1/y_1, q_1), \ldots, (q_k, x_{k+1}/y_{k+1}, q_{k+1}), \ldots, (q_{k+j-1}, x_{k+j}/y_{k+j}, q_{k+j}), (q_{k+j}, x_{k+j+1}/y_{k+j+1}, q_{k+j+1}), \ldots, (q_{n-1}, x_n/y_n, q_n)\]
where the index \( k \) is such that \( q_k = q_{k+j} \) and \( x_{k+i} = a \) the input sequence \( x_{k+1}...x_{k+j} = a^p \) where \( p \in \{1,..,j\} \) and \( j \geq 1 \). This is a safe assumption because the transducer \( t \) is a finite machine and the word \( u \) contains more \( a \)'s than the transducer \( t \) has states, so there is a repeated state \( q_k = q_{k+j} \) between the two transitions involving the first and the last input symbol \( a \). In other words there is a repeatable sequence in that computation where the input consist only of \( a \)'s and \( \lambda \)'s and is non-empty, that is contains at least one \( a \). The repeatable sequence in the computation means that the transducer has to have at least one loop in its structure. Therefore we know that \( t \) has the one presented in Fig. 5.2, where \( z_2/z'_2 \) represents the repeated sequence of the computation:

\[
(q_k, x_{k+1}/y_{k+1}, q_{k+1}), \ldots, (q_{k+j-1}, x_{k+j}/y_{k+j}, q_{k+j})
\]

where \( q_k = q_{k+j} \).

Figure 5.2: A general structure of the transducer representing \( P_{Rev} \).

Removing the repeatable sequence from the computation accepting \( u \) creates a new computation sequence. The new computation sequence is still a valid computation. The new input word \( u' \) remains in the language accepted by the transducer and has
the following form: $a^{N-p}b^N$. Therefore the new computation should still realize the reverse relation and the output $v'$ word should have the following form: $b^N a^{N-p}$. However that leads to a contradiction. To prove that, we look at different scenarios of how the new computation can look like and consider the relation of the input and output word in this new computation:

- If the removed repeated sequence contains a transition of the form $(q_t, a/b, q_{t+1})$ or $(q_t, \lambda/b, q_{t+1})$, then, for the input word $a^{N-p}b^N$, the output word has the form $b^{N-r}a^r$ where $r > 0$, which is not the reverse of the input word.

- If the removed repeated sequence contains any transitions of the form $(q_t, \lambda/a, q_{t+1})$ but does not contain an equal number transitions of the form $(q_j, \lambda/a, q_{j+1})$, then the new computation does not satisfy the reverse relation. The number of non-$\lambda$ symbols removed form the input word is not equal to the number of non-$\lambda$ symbols removed from the output word. In effect in the new computation the length of the input word $u'$ is different than the length of the output word $v'$. That is sufficient to conclude that the new output word is not a valid reverse of the input word for the new computation.

- The last case is that the removed sequence contains equal numbers of transitions in the form $(q_t, a/\lambda, q_{t+1})$ and in the form $(q_t, \lambda/a, q_{t+1})$ and at the same time does not contain any transitions involving $b$. This means that by removing the repeatable sequence we would remove the same number of $a$’s from the input and from the output word. However this has also other implications. Due to the structure of $u$ we know that in the original computation all $a$’s have to be
accepted before any $b$'s are accepted. Also all $b$'s have to be output before any $a$'s are output. Therefore the existence of a repeatable sequence that both accepts and outputs $a$'s implies that all $b$'s from the output word $v$ has been produced before that sequence appears and all $b$ from the input word $u$ will be accepted after that sequence appears. Because the number of $b$'s in the input word can be arbitrarily large and $t$ is a finite machine we can make further assumption about the structure of $t$ for this case: there has to be a repeatable sequence in original computation, following the repeatable sequence that accepts $a$'s, that accepts $b$'s but does not produce any $b$'s.

In the last case removing the repeatable sequence does not disprove the existence of $t$ because the new computation might still realise the reverse relation. However it provides us with additional knowledge about the original computation:

- the repeated sequence outputs $a$'s and therefore we know that all $b$'s have been output by the computation before that repeated sequence appears
- the repeated sequence accepts $a$'s and thus no $b$'s from the input word have yet been accepted

Based on that knowledge we can draw a new conclusion regarding the structure of $t$. As stated before we know that $t$ has to be capable of accepting the word $u$ with an arbitrary number of $a$'s and $b$'s. In such situation there must exit at least two more separate repeatable structures:
• a repeated sequence $z_4/z'_4$ preceding the $z_2/z'_2$ that accepts only $a$'s and/or $\lambda$ and outputs $b$'s and possibly $\lambda$

• a repeated sequence $z_5/z'_5$ following the $z_2/z'_2$ that accepts $b$'s and possibly $\lambda$ and outputs $a$'s and/or $\lambda$

The structure of transducer in situation like that is presented in Fig. 5.3.

![Figure 5.3: A general structure of the transducer that represents the reverse relation](image)

Let us look at the computation performed by $t$ on the input $u$, assuming $t$ has the structure presented in Fig. 5.3. It has the following form:

$$(q_0, x_1/y_1, q_1),$$

$$\ldots,$$

$$\begin{cases}
(q_h, x_{h+1}/y_{h+1}, q_{h+1}), \\
\ldots,
\end{cases}$$

$$) (q_{h+c-1}, x_{h+c}/y_{h+c}, q_{h+c}),$$

$$\ldots,$$
\[(q_g, x_{g+1}/y_{g+1}, q_{g+1}), \]
\[\ldots, z_2/z_2' \]
\[(q_{g+k-1}, x_{g+k}/y_{g+k}, q_{g+k}), \]
\[\ldots, \]
\[(q_v, x_{v+1}/y_{v+1}, q_{v+1}), \]
\[\ldots, z_5/z_5' \]
\[(q_{v+s-1}, x_{v+s}/y_{v+s}, q_{v+s}), \]
\[\ldots, \]
\[(q_{n-1}, x_n/y_n, q_n)\]

where \(q_h = q_{h+c}, q_g = q_{g+k}\) and \(q_v = q_{v+s}\). The repeated sequence starting from \(q_v\) is realized by the structure \(z_5/z_5'\). We know that for this sequence the accepted word for this sequence consist of only \(b\)'s and/or \(\lambda\)'s with at least one \(b\). The output for this sequence consist of only \(a\)'s and/or \(\lambda'\). Again we use the Pumping Lemma argument to analyse this computation. We remove this repeatable sequence and analyse the new computation:

- If the repeatable sequence contains transitions in the form \((q_i, b/a, q_{i+1})\) or \((q_i, \lambda/a, q_{i+1})\), then, in the new computation, the input word has the form \(a^N b^{N-p}\) and the output word has the form: \(b^P a^{N-r}\) where \(r > 0\), which is not the reverse of the input word.

- If the repeated sequence consist transitions \((q_i, b/\lambda, q_{i+1})\), then the new computation produces the output word that is not equal in length to the input word. Hence the output word cannot be the reverse of the input word.
This time in all cases altering the computation alters the relation between input and output words.

We showed that altering the computation realizing the reverse operation alters the relation represented by \( t \) while the new input word for the altered computation remains in the language accepted by \( t \). In the new computation \( t(u') \neq u'^R \). Therefore the statement 5.8 holds true, which means that it is impossible to construct a transducer that represents the \( P_{Rev} \).
Chapter 6

Further Discussion on Our Method

In this chapter we provide further discussion of our method. We investigate its complexity. We take a look at the relation between a transducer describing a property and its inverse. We also investigate a relation between our method and the one based on sets of trajectories (discussed in Section 3.4.2) and also the one based on language in-equations (discussed in Section 3.4.3). Finally, we present our approach to extracting a counterexample, that is a pair of words belonging to a tested language that shows the language does not belong to a given property.

6.1 Complexity

A theoretical cost of constructing the language $t(L) \cap L$ has a complexity of $O(|A_L|^2|t|)$ where $|A_L|$ is the size of an automaton accepting $L$ and $|t|$ is the size of transducer $t$ representing some property. The cost of performing a Breadth First Search is $O(|A_m|)$ where $|E_m|$ is the size of an automaton accepting $t(L) \cap L$ and $|V_m|$ is the number of states in the same automaton.

Using a product implementation where we progressively build an automaton limits the size of the problem. However, it also makes it more difficult to establish the exact
complexity of such a computation.

6.2 More about Transducers Describing Properties

It turns out that if a certain transducer describes a particular property in the context of our method, then the inverse of that transducer represents the same property in context of our method:

\[
t(L) \cap L = \emptyset \iff \forall x, y \in L : x \in t(y) \iff \forall x, y \in L : y \in t^{-1}(x) \iff t^{-1}(L) \cap L = \emptyset
\]

(6.1)

where \( t \) is an input altering transducer.

We build \( t^{-1} \) simply by switching the input symbol with the output symbol on every transition in \( t \). So, for the transition \((q_k, a/b, q_{k+1})\) in \( t \), we put \((q_k, b/a, q_{k+1})\) in \( t^{-1} \).

**Example:** Let us again consider the transducer \( t_p \) that represents the proper prefix relation over the alphabet \( \Sigma = \{a, b\} \) (Fig. 6.1a). In order to construct \( t_p^{-1} \) we switch input symbols with output symbols in all transitions in \( t_p \). The transducer \( t_p \) produces, for an input word, every proper prefix of that word. The transducer \( t_p^{-1} \) (Fig. 6.1b) produces, for an input word, every word for which the input word is a proper prefix.
6.3 Transducers and Sets of Trajectories

There are a number of similarities between our method and the one developed by Dommaratzki in [10]. In both methods, for a given language $L$, we attempt to identify a language $L'$ so that the existence of any words from $L'$ in $L$ would violate the tested property $P$. In other words, for the given language $L$, we identify the set $L'$ with respect to some property $P$ so that $L$ belongs to $P$ if and only if:

$$L \cap L' = \emptyset$$

In our method $L'$ is described as follows:

$$L' = t(L)$$

where $t$ is an input altering transducer. In Domaratzki's method the language $L'$ is:

$$L' = L \Pi_T \Sigma^+$$
where $T$ is a set of trajectories. In the context of our method a property is described using an input altering transducer. In the context of Domratzki’s method a property is described by a set of trajectories. It turns out that the same approach leads to overlap between properties that can be described by our method and the one from Domaratzki.

6.3.1 Transforming a Set of Trajectories into an Input Altering Transducer

Every regular set of trajectories that describes a property in the Domaratzki’s method does have a corresponding input altering transducer in our method. Therefore every $T$-code can be also tested using our method. In fact, our method can be used to describe properties that cannot be described with trajectories [11]. Recall that in Domaratzki’s method a set of trajectories is described by a regular expression over the alphabet $\{0, 1\}$. Next we present a method to transform such a regular expression into an input altering transducer that describes the same property.

The method consists of two steps:

1. Construct an NFA equivalent (accepting the same language) to the given regular expression.

2. Construct an input altering transducer based on the NFA constructed in the previous step.

For the first step we use the classical approach of structural induction [17].
**Example:** The automaton in Fig. 6.2 represents the set of trajectories $T = 0^*1^* + 1^*0^*$.

![Figure 6.2: The NFA equivalent $0^*1^* + 1^*0^*$](image)

Our on-line application has a feature that allows providing a property in a form of an automaton accepting a set of trajectories. However such automaton has to be in a $\lambda$-free form. Only transitions labelled with 0 or 1 are allowed. We leave it up to the user to construct the automaton accepting the set of trajectories in a $\lambda$-free form.

The algorithm for building NFA equivalent to $\lambda$-NFA is a well established one. We also refer the reader to [14] for a fast algorithm for constructing NFAs in $\lambda$-free form from regular expressions. Figures 6.3 and 6.4 provide examples of automata in $\lambda$-free form, accepting some set of trajectories.

In the second step we build an input altering transducer based on an automaton accepting some particular set of trajectories by implementing the following rules:
• For every transition \((p, 0, q)\) in \(A\) we create, if they do not exist already, states \((p, No), (p, Yes), (q, No), (q, Yes)\) in \(t\), and we add the following transitions to \(t\): \(((p, Yes), \sigma/\sigma, (q, Yes))\) and \(((p, No), \sigma/\sigma, (q, No))\).

• For every transition \((p, 1, q)\) in \(A\) we create, if they do not exist already, states \((p, No), (p, Yes), (q, Yes)\) in \(t\), and we add the following transitions to \(t\): \(((p, Yes), \lambda/\sigma, (q, Yes))\) and \(((p, No), \lambda/\sigma, (q, Yes))\).

• A state \((p, No)\) in \(t\) becomes a start state if state \(p\) is a start state in \(A\).

• A state \((q, Yes)\) in \(t\) becomes a final state if state \(q\) is a final state in \(A\).

This construction guarantees that every accepting path in \(t\) is input altering. We know that the insertion along the trajectories in Domaratzki's method is an input
altering operation. The input alteration is enforced in his methods by making sure that the inserted word belongs to $\Sigma^+$. However developing simple morphism $\iota(0, 1) = \{\sigma/\sigma, \lambda/\sigma\}$ to transform an automaton accepting a set of trajectories into a transducer does not guarantee that such transducer corresponding to some set of trajectories will be input altering. On the other hand constructing a transducer using the preceding rules guarantees that every accepting path in such transducer contains at least one transition realizing insertion of a non-empty symbol (that is a transition labelled with $\lambda/\sigma$). This way we make sure that every accepting path in the transducer is input altering. At the same time the transducer $t$ constructed based on some set of trajectories $T$ is such that for any regular language $L$ the language $t(L)$ is equivalent to the language $L \Pi T \Sigma^+$

**Example:** Let us consider the automaton in Fig 6.3b. The automaton consists of the following transitions: $(1, 0, 1), (1, 1, 2), (2, 1, 2)$. For every transition in this automaton we construct a pair of transitions in the transducer:

- For $(1, 0, 1)$, we have $((1, Yes), \sigma/\sigma, (1, Yes))$ and $((1, No), \sigma/\sigma, (1, No))$

- For $(1, 1, 2)$, we have $((1, Yes), \lambda/\sigma, (2, Yes))$ and $((1, No), \lambda/\sigma, (2, Yes))$

- For $(2, 1, 2)$, we have $((2, Yes), \lambda/\sigma, (2, Yes))$ and $((2, No), \lambda/\sigma, (2, Yes))$

The state $(1, No)$ becomes the start state and $(1, Yes)$ and $(2, Yes)$ become final states in $t$. This transducer is presented in Fig 6.5
The transducer in Fig 6.5 is equivalent to the transducer in Fig. 6.1. For any given input word it produces every possible word of which the input word is a proper prefix.

Similarly, we can take a deletion operation trajectory set to construct a transducer describing the same property. The alphabet for trajectories representing the deletion operation is \( \{ i, d \} \). In the first step we build an NFA equivalent to a trajectory set, similarly as we did for a trajectory set for shuffle operation. In the next step we build a transducer using the following rules:

- For every transition \((p, i, q)\) in \(A\) we create, if they do not exists already, states \((p, No), (p, Yes), (q, No), (q, Yes)\) in \(t\), and we add the following transitions to \(t\): \( ((p, Yes), \sigma/\sigma, (q, Yes)) \) and \( ((p, No), \sigma/\sigma, (q, No)) \)

- For every transition \((p, d, q)\) in \(A\) we create, if they do not exists already, states \((p, No), (p, Yes), (q, Yes)\) in \(t\), and we add the following transitions to \(t\): \( ((p, Yes), \sigma/\lambda, (q, Yes)) \) and \( ((p, No), \sigma/\lambda, (q, Yes)) \)

- A state \((p, No)\) in \(t\) becomes a start state if state \(p\) is a start state in \(A\)
A state $(q, Yes)$ in $t$ becomes a final state if state $q$ is a final state in $A$.

The motivation for this set of rules is the same as in case of constructing a transducer based on set of trajectories, which is making sure that resulting transducer is input altering.

**Example:** Let us consider the trajectory set $T = i^*d^*$, describing the prefix property in the context of the deletion operation. We construct an automaton accepting this set (Fig. 6.4).

Next, we construct a transducer (Fig. 6.7) based on the automaton in Fig. 6.6b.

We can see that the transducer in Fig. 6.7 is in fact the reverse of a transducer in Fig. 6.5 and realizes the same relation as the transducer in Fig 6.1.

### 6.3.2 Morphism of Trajectories

As we explained in Section 6.2, in the context of our method, if a transducer describes a particular property then the inverse of that transducer describes the same property.
In his publication [10], Domaratzki defines the following morphism:

$$\tau : \{0, 1\}^* \rightarrow \{i, d\}^*$$  \hspace{1cm} (6.2)

This morphism, when applied to a set of trajectories for the shuffle operation describing a certain property, produces a set of trajectories that describes the same property in the context of the deletion on trajectories operation. In other words, if $T$ describes a certain property in the context of the shuffle operation then $T' = \tau(T)$ describes the same property in the context of the deletion on trajectories operation. It turns out that if we build a transducer $t$ corresponding to the set of trajectories $T$ and a transducer $t'$ corresponding to the set of trajectories $\tau(T)$ then $t$ is an inverse of $t'$ and, as mentioned in Section 6.2, $t$ and $t'$ describe the same property in the context of our method.
6.4 Our Method as a Specialisation of Language In-equations

Earlier in this thesis we presented the concept of describing properties using language in-equations (Section 3.4.3). Here we show that our method is in fact a specialization of that concept.

Every relation represented by a transducer is in fact a binary relation. We know that, for every binary word operation $\diamond$, the binary relation $[\diamond L]$ consists of all pairs $(u, v)$ such that $v \in u \diamond L$. For every input altering transducer $t$ we can identify a binary relation $[\diamond \Sigma^+]$ that is represented by $t$. We have:

$$L \cap t(L) = \emptyset \iff L \cap t(L) \subseteq L^c \quad (6.3)$$

**Example:** A language $L_p$ is a prefix code if and only if it satisfies the equation:

$$L_p \cap t_p(L_p) = \emptyset \quad (6.4)$$

where $t_p$ is the transducer describing the prefix property (Fig. 4.2). At the same time the transducer $t_p$ implements the binary relation $[\rightarrow_{rq} \Sigma^+]$. Therefore the language $L_p$ satisfies Equation 6.4 if and only if it satisfies the in-equation:

$$L_p \rightarrow_{rq} \Sigma^+ \subseteq L_p^c \quad (6.5)$$

with the restriction $L_p \subseteq \Sigma^+$. 
6.5 Counterexample

The type of properties that our method is designed for makes it possible to identify a two element subset of an investigated language to show that the language does not belong to a particular property. Let us consider the language $a^*b$. We have already showed that this language is not a suffix code in Section 4.3. To provide a proof we need to show at least one pair of words belonging to that language where one of the words is a suffix of the other one. It might be the pair of $(ab, b)$ because the word $b$ is a suffix of $ab$ and they both belong to $a^*b$.

In general, in case of independence properties, it is sufficient to find a subset of a language that do not belong to a property to show that the language also does not belong to that property. We investigate 3-independence properties and therefore such a subset has to consist of two elements. We refer to such a set as a counterexample. For a language $L$ and a property described by a transducer $t$ a counterexample consist of two word, $v$ and $w$ such that:

$$v, w \in L \land v \in t(w) \quad (6.6)$$

As suggested by Jürgen Dassow we implemented a feature to provide a counterexample to the user in the case that a given language does not belong to a given property. We identified and investigated two ways to provide a user with counterexample. The first one involves only minor modifications to the code we implemented for the previous steps. The drawback of this method is a significant calculation overhead in worst
case scenarios. The second method that we propose has exactly the same output. It has worse space complexity and would require major modification of our main method. Therefore, the first approach has been implemented in our system.

6.5.1 First Approach

In this approach we use methods that have already been implemented for the main method with only slight modifications.

Recall, the main method for testing languages for properties consists of 4 steps. In the final step we investigate if the product language $L \cap t(L)$ is empty or not (Section 4.3). The language is empty if an automaton representing the language has no accepting paths. We use a breadth first search algorithm to identify an accepting path (or lack of such path). The algorithm finishes either after visiting all the states in the automaton or finding an accepting path. If an accepting path is found a corresponding word is extracted. Hence, the method returns the first encountered member of a language if such exists or reports an empty language otherwise. If the word is extracted, then it belongs to a pair that satisfies Formula 6.6. The extracted word is denoted by $v$.

The second word in the counterexample is calculated based on the one extracted in the previous step. We know that $v \in t(w)$, for some $w \in L$. From that we conclude that $w \in t^{-1}(v)$. We construct the language $L_w = t^{-1}(v)$. In order to do that we first construct an automaton $V$ representing the language consisting only of the word $v$. Then we apply the relation $t^{-1}$ to the language represented by $V$. For that, we use
the product operation described in Section 2.7. A language $L_w$ that is produced by this operation consists of all words that result by applying transformation $t^{-1}$ to the word $v$. However, not all the words contained in $L_w$ also belong to $L$. In order to identify a sub of words that is contained in both $L_w$ and $L$ we construct $L'_w = L_w \cap L$ by performing a product operation on $L_w$ and $L$. $L'_w$ represents a non-empty language that consist of all words that, paired with $v$, create a counterexample. Only one word from $L'_w$ is required for counterexample and therefore we apply the Breadth First Search algorithm to extract it.

In summary, finding a counterexample when a given language $L$ does not belong to the property described by $t$ consists of following steps:

(i) Extract a single word $v$ from the language $L \cap t(L)$ that was computed in the last step of our method (Section 4.3).

(ii) Construct the language $L_w = t^{-1}(v)$

(iii) Construct the language $L'_w = L_w \cap L$

(iv) Extract a single word $w$ from $L'_w$

The words $v, w \in L$ provide a simple example to show that property represented by $t$ is not satisfied by $L$.

**Example:** Let us consider the language $L_2 = a^*b$, represented by the automaton $A_2$ (Fig. 4.3), and the suffix property described by the transducer $t_s$ (that is the suffix
property). We have already constructed the language \( L_2 \cap t_s(L_2) \) (Fig. 4.8d) and found an accepting path: \( ((1,2), b, (2,2)) \). Now we extract a word corresponding to the accepting path that was found. In this example the word consists of one letter \( b \).

We build an automaton representing this single word (Fig. 6.8).

![Automaton](image)

Figure 6.8: An automaton representing the single word \( b \)

We need to expand this automaton with self \( \lambda \)-transitions in order to perform the product operation.

![Automaton](image)

Figure 6.9: The automaton in Fig. 6.8 expanded with self \( \lambda \)-transitions.

Next, we construct \( t_s^{-1} \), that is the inverse of the transducer describing the suffix property (Fig. 6.10).

Similarly to the automaton in Fig. 6.8 we need to expand this transducer with self \( \lambda \)-transitions (Fig. 6.11).
We use product construction to construct a language $t_s^{-1}(b)$ (Fig. 6.12).
The language \( t_s^{-1}(b) \) represented by the automaton in Fig. 6.12d consists of all words that are returned by applying \( t_s^{-1} \) to the word \( b \), which is \((a + b)^+b\). However, not all the words from this language are in \( L_2 \) (for example \( bab \)). Therefore we construct an automaton representing \( L_2 \cap t_s^{-1}(b) \) (Fig. 6.13). Note that this step does not require expanding automata with self \( \lambda \)-transition as every state in Fig. 6.12d already has these transitions.

Any of the words in the language represented by the automaton in Fig. 6.13d paired up with word \( b \) would create a counterexample for this case. However, we need only one word. Therefore we apply the Breadth First Search algorithm to this automaton to extract a single word. In this case, the extracted word is \( ab \). The pair \((ab, b)\) provides
a desired counterexample. Both words ab and b belong to the language $L_2$ and b is a suffix of ab. It clearly shows that $L_2$ is not a suffix code.

The complexity of this method is dependant on the case being consider. If the given language does belong to the given property than the complexity is constant and equal to 0 because the method is not invoked. In case the method is invoked, the complexity rises to $O(|t| * |w| * |A|)$ where $|t|$ is the size of a transducer $t$ describing the property, $|w|$ is the size of the word that was found in the first step and $|A|$ is the size of the automaton accepting the tested language.

6.5.2 Second Approach

Recall our main method. The first major step of that method is building an automaton representing $t(L)$, where $t$ is a transducer describing a property and $L$ is a given language. When building an automaton representing such a language, we look at transitions in the automaton $A$ representing $L$ and transitions in the transducer $t$. For every transition $(p, x, q)$ in $A$ and $(p', x/y, q')$ in $t$, we create the transition $((p, p'), y(x), (q, q'))$ in the automaton representing $t(L)$. Now we modify this step so that not only the output symbol by also the input symbol is preserved. So now we create the transition $((p, p'), y(x), (q, q'))$. We also preserve the input symbols while building the automaton representing $L \cap t(L)$. This modification allows us to build a final automaton with accepting paths corresponding to every possible pair of words $u, w$ where $w \in L$ and $u \in t(w)$. After this modification every accepting path, if such exists, in the automaton accepting $L \cap t(L)$ represents a counterexample.
**Example:** Let us again consider the language $L_2 = a^*b$ (Fig. 4.3) and the transducer $t_s$ (Fig. 4.6) describing the suffix property over the alphabet $\{a, b\}$. We use the product construction, modified as described above, to construct the automaton $t_s(L_2)$ (Fig. 6.14).

Next, we construct the automaton representing $t_s(L_2) \cap L_2$ (Fig. 6.15). In this step we also preserve the input symbol for every transition.

Every path in the automaton in Fig. 6.15d represents a pair of words $(w, v)$ with
$v, w \in L_2$ and $w \in t(L_2)$. Therefore every accepting path in this automaton represents a counterexample proving that $L_2$ does not satisfy the suffix property. For instance the path $((1, [1]), \lambda(a), (1, [1, 2])), ((1, [1, 2]), b(b), (2, [2, 2]))$ represents the pair $(b, ab)$.

Both the time and the space complexity of the second approach with respect to big $O$ notation are the same as the main method without modifications. However, the exact space complexity is worse because every transition in the automaton representing $t(L)$ and the automaton representing $t(L) \cap L$ would have to store two symbols instead of one.
Chapter 7

Implementation

In addition to developing a theoretical framework, our goal was to provide an implementation of our methods. The implementation consists of two main elements: a user interface and an implementation of algorithms. The algorithms were implemented in the C++ language with Boost libraries [2]. The user interface was developed using Python with the Django [3] web framework. This combination allowed us to take advantage of both the speed of C++ and the convenience of Django as a rapid web application development solution.

At this point we want to acknowledge the existence of some other packages for manipulating finite automata and regular languages. Among others we investigated FIRE Station [12], Grail++ [1], OpenFST [36], AMORE [28], Vaucanson [4], and Fado [35, 31]. In particular we considered using Grail++ but to our knowledge the project is not maintained any more, the features that we wanted to use do not work correctly, and the package does not provide any features for manipulating transducers. The second package that might be used for our method is Fado. This package is maintained and still growing. However, at the time we started our research all necessary feature were not yet available in this toolset. Also, Fado is implemented in Python with
makes it significantly slower than similar implementations in C++.

7.1 Implementation of the algorithms

The back end functionality and data structures are encapsulated in two general classes:

- \textit{Automaton} - encapsulates the logic of single automaton, which can be an NFA or a transducer

- \textit{AutomatonMethods} - a factory class, that encapsulates the logic of all the operations performed on automata and transducers.

The \textit{Automaton} class stores the structure of an automaton or a transducer as a set of transitions, a set of start states (the implementation allows more than one), and a set of final states.

\textbf{Example}: The automaton in Fig. 4.3 would be logically represented as follows:

- Set of start states: \{1\}

- Set of final states: \{2\}

- Set of transitions: \{(1, a, 1), (1, b, 2)\}

The transducer in Fig 4.2 would be represented as follows:
• *Set of start states:* \{1\}

• *Set of final states:* \{2\}

• *Set of transitions:* \{(1, a/a, 1), (1, b/b, 1), (1, a/\lambda, 2), (1, b/\lambda, 2), (2, a/\lambda, 2), (2, b/\lambda, 2)\}

Following are some important functions in the public interface of the *Automaton* class:

```cpp
// Initialises the automaton with data contained in the vector
// Each item in vector should contain either one transition or
// definition of start or finish state
Automaton(std::vector<std::string> word);

// Fills the automaton based on the input stream
void fill(std::ifstream & infile);

// Expands the automaton with either a new transition, new start state
// or new final state depending on what is contained in the input line
void fillByLine(std::string line);

// Extract input alphabet of the automaton
// by going through all transitions
std::set<std::string> getAlphabet();

// Adds p-lambda-p transitions to all states in NFA
// (isTransducer=FALSE)
// and p-lambda/lambda-p to all states in a transducer
// (isTransducer=TRUE)
void expandWithSelfLambdaTransitions(bool isTransducer);
```

The *AutomataMethods* is a factory class that encapsulates most of the functionality used in our method. Following are some important functions implemented as a part of public interface of this class:
// Generates product of two automata
// If last argument is set to true than second argument is expected to be a
// transducer and the result of operation is a language (in form of
// automaton) generated by providing a language (first) to a transducer
// (second)
bool product(Automaton & first,
    Automaton & second,
    Automaton & result,
    bool isTransducer);

// This function takes automaton and expands every transition that has
// more than one input symbol into set of transitions.
bool expandTransitions(Automaton & automata);

// Check if the automaton has an accepting path
bool acceptingPath(Automaton & automata);

// this method also check if automata has an accepting path
// In addition it returns the first encountered accepted word if such
// exists
bool acceptingPathWithWord(Automaton & automata,
    std::vector<std::string> & word);

// transforms the automaton accepting set of trajectories
// into a transducer. Only transitions in allownd in
// the input automaton are 0 and 1.
bool automataToTransducer(Automaton & first,
    Automaton & second,
    Automaton & alphabetSource);

// Creates transducer that for every transition p--x/y--q in the
// original transducers has a transition p--y/x--q
bool invertTransducer(const Automaton & original, Automaton & inverted);

// The main function that encapsulates our whole method
boost::python::tuple testLanguage(Automaton & testedLanguageAutomaton,
    Automaton & propertyTransducer);

The two classes are exposed to Python using BOOST Python feature. Using this
feature we compiled our C++ implementation into a set of dynamic libraries that are
accessible from Python.

7.2 User Interface

Our method is available in the form of web application under following address:

http://laser.cs.smu.ca/transducer/

**Deciding properties of regular languages**

Provide a language (via an automaton): [Choose File] No file chosen
Select a type of property: Transducer
Provide a property of the selected type: [Choose File] No file chosen
 Submit

Format for Automaton  Format for Transducer  Format for Trajectory Set

This website is the user interface for the application based on our method. It was written in Python with a use of Django web development package. To use that interface a user has to provide two files:

- a file containing the description of an automaton that represents a language

- a file containing the description of a transducer that describes a property, or an automaton that accepts the set of trajectories that describes a property; the user has to choose the type of machine
The format of files containing automata and transducers follows the format in Grail++ [1] package. An automaton, both in case of a language and a set of trajectories is described in a file as follows:

- a line of the form \( p \sigma q \) describes a single transition, where \( p \) is the origin state of that transition, \( q \) is the destination state, and \( \sigma \) is the label of such transition

- a line of the form (START) | − \( p \) denotes a start state of the automaton

- a line of the form \( q \) − | (FINAL) denotes a final state of the automaton

States have to be represented by non negative integers. Labels can consist of a sequence of alphanumerical symbols. However, each label is considered a single letter over the alphabet accepted by given automata (e.g. line 1 \( a2\) 4 means that \( a2 \) is a single symbol in the alphabet of the language accepted by the automaton described in such file). An automaton can have multiple final states and multiple start states defined.

**Example:** The content of a file describing the automaton accepting \( aaa(aaa)^*b + aa(ba)^*a(aa(ba)^*a)^*b \):

```
(START) | − 1
1 a 2
2 a 3
3 b 2
3 a 4
4 a 2
4 b 8
1 a 5
5 a 6
```
A description of a transducer expands the description of an automaton:

• a line of the form (START) | — p denotes the start state of the transducer

• a line of the form q — | (FINAL) denotes a final state of the transducer

• a line of the form p σ₁ σ₂ q describes a single transition in the transducer,
  where σ₁ is an input symbol and σ₂ is the output symbol for that transition

Similarly as in case of an automaton, states have to be described by non-negative integers. Both, input and output symbols can be described using any charter sequence except lambda. The word lambda is reserved for representing the empty word λ.
Example: An example file that describes a transducer describing the infix property.

(START) |- 1
1 a lambda 2
1 b lambda 2
1 a a 5
1 b b 5
2 a lambda 2
2 b lambda 2
2 a a 3
2 b b 3
3 a a 3
3 b b 3
3 a lambda 4
3 b lambda 4
4 a lambda 4
4 b lambda 4
5 a a 5
5 b b 5
5 a lambda 4
5 b lambda 4
2 |- (FINAL)
3 |- (FINAL)
4 |- (FINAL)

After the user submits a file with a language and a file with a property and clicks the Submit button, our application computes the answer. If the submitted language belongs to the submitted property then the user simply gets a confirmation of that fact. Otherwise the user receives a message saying that the language does not satisfy the property and a counterexample, that is a pair of words in this language violating the property.
Chapter 8

Conclusion and Future Work

8.1 Conclusion and Discussion

In this thesis we introduced a method for describing and deciding properties of regular languages using input altering transducers. We discussed the relation of our method to other ones, and explored our method limitations. Moreover we implemented our method and created a web application that makes our method available to the research community.

We introduced the concept of input altering transducer and we showed how input altering transducers can be used to describe many classical and more recently established code properties, including but no limited to prefix codes, suffix codes, infix codes, bifix codes, overlap-free languages, thin languages, and solid codes.

There are uncountably many code related properties. Our method is applicable only to a subset of those properties because not all independence properties (and therefore code related properties) can be represented using input altering transducers. As an example we provided an explanation and an extensive proof for the fact that the reverse property cannot be represented using a transducer.
In Chapter 7 we took a closer look at our method. We showed that if a transducer $t$ represents a certain property in the context of our method, $t^{-1}$ represents the same property. We also discussed our method in relation to other methods. In particular we provided a method for transforming a set of trajectories into a corresponding input altering transducer. Moreover, we discussed how to construct a counterexample for a language $L$ and a property $P$, provided $L \notin P$.

One of our main research goals was to implement our method in the form of a web application. In Chapter 8 we provided some details of the implementation. We also included a brief tutorial on how to access and use our system, along with example input files. To our knowledge, this is the first publicly available implementation of a method for deciding language properties, where the set of properties is not fixed.

8.2 Future Work

Our method was developed for testing if a regular language satisfies a given property. In our opinion the next step is investigating methods for generating a language that satisfies some given properties. Such methods could be developed for finite languages, or if possible for infinite languages where the output would be an automaton accepting the generated language. Also, our method require input altering transducers, which limits the set of properties that can be described. Therefore, the other possible direction for research would be discovering and investigating more powerful methods for describing and deciding properties of languages.
As with any implemented system, ours also is open for improvements and enhancements. As mentioned in Chapter 7, our web application, in addition to transducers, is able to process properties described by trajectory sets. However, an input trajectory set has to be provided in a form of an automaton. A more standard way of describing trajectory sets is via regular expressions. Therefore, a natural enhancement would be to provide the option in our application to input trajectory sets in a form of regular expressions.

When we started thinking about implementing our method as a web application, our goal was to lay a foundation for what we hope will become a more complete application for manipulating languages. Therefore, the more broad direction for future research and development is to implement new features that will provide users of our system with set of useful tools for researching formal languages.
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