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Abstract 

A comparative study of automated reviewer assignment methods 

by Joshua Peter Young 

Abstract: The reviewer assignment problem is the problem of determining suitable 
reviewers for papers submitted to journals or conferences. Automated solutions to this 
problem have used standard information retrieval methods such as the vector space model 
and latent semantic indexing. In this work we introduce two new methods. One method 
assigns reviewers using compression approximated information distance. This method 
approximates the Kolmogorov complexity of papers using their size when compressed by 
a compression program, and then approximates the relatedness of the papers using an 
information distance equation. This method performs better than standard information 
retrieval methods. The second method assigns reviewers using Google desktop a more 
advanced information retrieval system. The method searches for key terms from a paper 
needing reviewers in a set of papers written by possible reviewers and uses the search 
results as votes for reviewers. This method is relatively simple and is very effective for 
assigning reviewers. 

August 7, 2012. 
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1. Introduction 

1.1 Overview 

The reviewer assignment problem is the problem of assigning qualified reviewers to 

review papers submitted to conferences or journals [37]. Often this task is done manually 

by editors or conference chairs; the process can be time consuming and is often done on 

tight deadlines. For this reason it is desirable to have automated systems to perform this 

task or at least make recommendations to help the editor or chair make final decisions. 

Automated reviewer assignment methods such as those in [1,14,18,24,39] use various 

information retrieval methods of computing document similarity as part of their 

algorithms. 

In this research we examine two new methods of comparing document similarity for 

automated reviewer assignment. The first uses compression approximated information 

distance as an alternative to standard information retrieval methods. Information distance 

is a measure of the similarity or dissimilarity of the information contained in objects [29]. 

It can be approximated using compression programs and has been applied effectively in 

several practical applications such as data mining, clustering, computer learning, mapping 

of text data sets, program plagiarism detection, identification of websites, measuring 

relatedness of DNA sequences, automatic image annotation, content-based image 

retrieval, question answering, and music classification [26]. The second method replaces 

standard information retrieval methods with the more advanced Google desktop 

information retrieval system. Although Google desktop does not allow us to calculate 
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document similarity directly we show how search results can be used to assign reviewers 

accurately. 

1.2 Objectives 

1. Determine the most effective information distance equation and compressor for 

determining document similarity in an automated reviewer assignment system. 

Past applications of compression approximated information distance have used 

various distances and compressors therefore we want to determine the best 

combination for reviewer assignment. 

2. Compare the performance of the information distance method on different 

amounts of text. This is needed to determine the minimum amount of text needed 

to use the method and also to determine when having more text no longer 

improves results for reasons of efficiency. 

3. Test possible improvements that could be made to the information distance 

method by combining it with elements of the vector space model to create a 

hybrid method. 

4. Compare the information distance method against other standard information 

retrieval methods including methods that have been used for reviewer assignment 

in the past. 

5. Determine the effectiveness of a reviewer assignment method that uses the more 

advanced Google Desktop API as a replacement for standard information retrieval 

methods. 
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1.3 Contributions 

• The general algorithm for assigning reviewers given a similarity or distance 

measure. 

• The comparison of the performance of the information distance method with 

other standard information retrieval methods used for reviewer assignment 

showing that information distance performs better. 

• The comparison of combinations of information distance equations and 

compressors for the information distance method that shows what compressors 

and distance equations work best for reviewer assignment. 

• The comparison of the information distance on different amounts of text that 

show the minimum amount of text required for the information distance method 

to be effective and the amount of text that gives the best results in terms of 

efficiency and accuracy. 

• The hybrid information distance method that uses elements of the vector space 

model and its comparison to the information distance method that shows it can 

improve performance. 

• The Google Desktop method of reviewer assignment and results showing that this 

method is very accurate and could be used effectively in practice. 
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1.4 Organization 

The thesis is organized as follows; Chapter 2 contains a review of literature on both the 

reviewer assignment problem and the compression approximation of information 

distance. 

Chapter 3 introduces the general reviewer assignment algorithm that was used for testing 

in the later Chapters. This algorithm is general in the sense that the distance measure from 

any standard information retrieval method can be used to assign reviewers. 

Chapter 4 explains the information distance method used in this research and includes the 

results of a comparison of several information distance equations and several 

compression programs. 

Chapter 5 gives a comparison of the information distance method results on datasets that 

have text documents of different sizes to determine how the results change based on the 

amount of text used. 

Chapter 6 introduces some possible improvements for the information distance method 

using elements of the vector space model. This improved method is tested and compared 

to the standard information distance method. 

Chapter 7 compares the information distance method against other standard information 

retrieval methods used for reviewer assignment. The other methods tested are the vector 

space model, latent semantic indexing, and a second order co-occurrence method. 
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Chapter 8 introduces a reviewer assignment method that replaces standard information 

retrieval methods with the Google desktop API. The results of this method are compared 

to the information distance method as well as the other methods from Chapter 7. 
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2. Literature Review 

2.1 Reviewer assignment 

The reviewer assignment problem is the problem of assigning qualified reviewers to 

review papers submitted to conferences or journals [37]. This problem involves several 

issues such as how to represent papers and reviewers, how to match papers and reviewers, 

and how to avoid problems such as one reviewer being assigned no papers or too many 

papers. This research focuses on the second issue computing the match between papers 

and reviewers since any automated system must have some method of comparing how 

similar the subject of a paper is to a reviewer's area of expertise. Past research in this area 

has used data mining and information retrieval methods for this purpose. One of the key 

papers in this area is [14] where latent semantic indexing was used in an automated 

reviewer assignment method. This method was further refined in [39] where the authors 

used the vector space model as part of a reviewer assignment system. Other papers on 

automated reviewer assignment that have used the vector space model as part of their 

system are [1,18,24]. 

When using these methods one of the key questions is what representation of the paper's 

subject and the reviewer's expertise should be used. For example the subject of the paper 

could be represented by a list of keywords, an abstract, or the full text version of the 

paper. Similarly the reviewer's expertise could be represented by a list of keywords, 

abstracts of their publications or research interests, or the full text of their publications. In 

[14] the paper was compared to abstracts written by the reviewers describing their 

interests. In [39] the paper was compared to papers written by the reviewer. The 
6 



representations included just keywords, keywords title and abstract, full text, and full text 

with a weighting based on regions of the text. In [1] the authors used the paper and the 

reviewer's internet home page and papers linked from the home page. 

2.2 Information distance 

2.2.1 Kolmogorov complexity and information distance 

Information distance is a measure of the similarity or dissimilarity of the information 

contained in objects [29]. This similarity is calculated based on the Kolmogorov 

complexities and relative Kolmogorov complexities of the object's binary string 

representation. 

The Kolmogorov complexity K (x) of an object x is the size of the shortest program that 

outputs x [29]. The conditional Kolmogorov complexity K(x\y) is the length of the 

shortest program that outputs x when given input y. K (x, y) is the length of the shortest 

program that outputs the string xy and a description of how to tell them apart. K(xy) is 

the  leng th  o f  the  shor tes t  p rogram tha t  ou tpu ts  the  s t r ing  xy .  

With respect to a universal Turing machine U,  the cost of conversion between two objects 

x and y is E(x,y) [26], 

E{x ,y )  = min { \p \ :U(x ,p)  =  y .U(y ,p)  =  x] ,  

Where U (x ,  p )  = y means that the program p on input x  gives output y. 

There have been several equations proposed to measure information distance. The first 

two examples were given in [2]. They are the sum distance 

Dsum(x ,  y) = K(x \y )  +  K(y \x )  
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and the max distance 

Dmax(x ,y ) = max{/f(x|y),/<r(y|x)} 

An upper bound of E(x ,y ) is the summation information distance Dsum(x ,y ). E (x, y) is 

equal to the maximum information distance Dmax(x,y) up to an 

additive 0(log(max{K(x\y),K(y\x)})) term. 

Dmax and Dsum both satisfy the properties of a metric (symmetry, positivity, and the 

triangle inequality) up to an additive constant or logarithmic term but more importantly 

these information distances are universal. This means that they minorize all other 

computable distances. That is they account for, or measure, every effective resemblance 

between the two objects. 

The problem with these definitions of information distance is that if objects x and y are 

not roughly of the same size they will be found to be dissimilar based on their size rather 

than the information they contain. To address this problem a new distance was proposed 

in [9], the shared information distance. 

,  ^ ,  K(x) -K{x \y )  
dshare(x ,y )  -  1  

where K(x)  -  K(x \y )  is defined as the mutual information between x  and y and K(xy)  is 

the Kolmogorov complexity of the concatenation of x  and y [29]. The shared information 

distance is also equivalent to the sum distance normalized. 

K(x \y )  +  K(y \x )  _  Dsum(x ,y )  

K(xy)  K(xy)  

The max distance normalized is known as the normalized information distance and is 

defined in [27] as 



NID(x ,  y) = 
max {K(x \y ) ,K(y \x )}  

max  {K(x) ,K(y)}  

Both dshare  and NID satisfy the properties of a metric, but whether they are universal 

distances is not yet solved. 

Another issue with these definitions of information distance is although at first it seems 

that any information distance should satisfy the properties of a metric, it is actually the 

case that what we may think of as similar concepts does not always follow the triangle 

inequality. To address this issue another definition of information distance was introduced 

in [26], the minimum information distance (Dmin). Dmin is based on Emin(x,y) the cost 

of conversion between x and y with respect to a universal Turing machine U if the 

information that is not relevant to the conversion is removed. 

Emin(x ,y )  = min {|p|: U(x ,p , r )  =y ,U(y ,p ,q )  =  x , \p \  +  \q \  +  |r| < E(x ,y )}  

Where U (at, p,r) = y means that the program p on input x and r (the information in x not 

re levan t  to  y )  g ives  ou tpu t  y .  

In terms of Kolmogorov complexity E m i n (x ,y ) is equal to 

omitting 0( logQx\  + |y|)) factors. Dmin  is a universal distance, and it is symmetric 

and positive but it does not satisfy the triangle inequality. There is also a normalized 

version of the minimum information distance dmin(x, y) 

Again this distance is symmetric and positive but does not satisfy the triangle inequality 

and like the other normalized information distances its universality is unsolved. 

Dmin(x ,y )  =  min lXOt ly ) , / ^ !*)}  

dmin(x ,y )  =  
min{/r(>ly),Ar(y|r)} 

min (K(x), K(y)} 
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2.2.2 Approximating information distance 

Unfortunately information distance equations like those above cannot be directly 

calculated in practice because the Kolmogorov complexity of an object is not computable 

[29]. In practice it is necessary to use an approximation of Kolmogorov complexity. The 

most common method used is to approximate K(x) with C(x), where C(x) is the 

compressed  s ize  o f  x  us ing  the  compress ion  program C.  

When using compression to approximate Kolmogorov complexity the normalized 

information distance becomes the normalized compression distance [27] 

\ir- r> (  > C(xy) -min{C(x) t C(y)}  
NCD(x ,y )  =  .  r t  

max {C(x),C(y)} 

Where C(x) is the compressed size of x ,  C(y ) is the compressed size of y, and C(xy)  is 

the compressed size of the concatenation of x  and y. This is because K(x \y )  is equal to 

K ( x > y ) -  K (y) P^us 311 added constant, and K (x ,  y )  is equal to K (xy)  plus the encoding 

of the separator between x  and y. Hence K(x \y )  is approximately equal to 

K (xy) - K (y) and the NID can be written as 

_ max {Kjxy)  -  K(y) ,K(yx)  -  K(x)}  _  K(xy)  - min {K(x) ,K(y)}  
X ' y  ma x{K(x) ,K(y)}  ma x{K(x) ,K(y)}  

As pointed out in [6] there are some issues with the metric properties of the normalized 

compression distance that can lead to poor results. These problems arise from the choice 

of compression program C and the size of the files being compressed. In general the 

normalized compression distance satisfies the properties of a metric when C is a normal  

compressor [29]. A compressor is normal if it satisfies the following properties for the 

size of the files being compressed: 

10 



1 .  C{xx)  =  C(x)  

2 .  C(X)  =  0  

3. C(xy)  >  C(x)  

4. C(xy)  =  C(yx)  

5. C(xy)  +  C(z )  <  C(xz )  +  C(yz )  

up to additive 0( log  n) terms. 

Other approximations of information distance using the compression approximation are 

the scaled normalized compression distance [35]: 

^  ^  NCD(x ,x )+NCD(y ,y )  
NCDs(x ,y )  =  NCD(x ,y )  

And the Compression based dissimilarity metric [25] 

C D M ^ = c£rm 
These distances are based on practical experimentation rather than strictly on information 

distance theory. 

2.2.3 Applications of information distance 

Compression approximations of information distance have been shown to be effective in 

several practical applications of data mining and information retrieval [26]. In these 

applications different information distance equations and compressors have been used. 

One of the important practical applications of information distance is the parameter-free 

data mining method introduced in [25]. The information based distance measure used in 

this method is the compression based dissimilarity metric (CDM). 

11 



Information distance was used for data mining again in [11]. The normalized compression 

distance (NCD) with compressor bzip2 was used as the distance measure for a 

hierarchical clustering algorithm working on a data set consisting of music files. This 

method was shown to be effective in distinguishing between the genres and composers of 

music files. 

The clustering method of [11] was also applied to a much more varied group of data sets 

in [12]. These data sets included literature, astronomy, genomics and languages and were 

all shown to be clustered successfully. Various compressors were used including gzip, 

bzip2 and ppmz. 

Information distance has also been used to support mapping and visualization of large 

text data sets [35]. Here the authors used the scaled normalized compression distance 

(NCDs), with the compressor bzip2. The method of mapping text documents using this 

distance was compared to the standard cosine metric over the vector representations of 

the text documents and performed well. Other benefits of the method are the following: it 

does not require the processing of the vector representation of the text files, and 

documents in different languages can all be handled by the same method since it does not 

require the elimination of stop words or the stemming of words. 

In [15] the authors used information distance for content based image retrieval. The 

distance used was an approximation of Normalized information distance (NID) using the 

compressor gzip. 

A software integrity diagnosis system using information distance was proposed in [8]. 

This system is designed to determine if computer programs (such as university 

12 



assignments) have been plagiarized. In the method presented the authors use the shared 

information distance (dshare) and a compressor made specifically for this application 

called TokenCompress. 

Compression based approximation of information distance has also been used in biology. 

In [9] the authors use compression to approximate dshare between DNA sequences for 

the purpose of creating DNA trees. In this case a compressor, GenCompress, was 

specifically designed to compress the DNA sequences. 

Information distance has also been used for classification of webpage information. In [32] 

web pages were classified by authorship, topic and domain using gzip to approximate 

NID.  

13 



3. General reviewer assignment algorithm 

3.1 Algorithm 

For all methods of comparison a general reviewer assignment algorithm was used for 

testing. This meant that each method was compared on a level basis since the algorithm 

requires only a distance measure to determine similarity of two paper's subject matter. 

The representations of papers and reviewers used are the full text of the paper to be 

reviewed and a set of full text papers published by the reviewer (unless otherwise noted). 

With the large number of author's papers available online in electronic format, this 

approach provides a better representation of reviewers' expertise than asking potential 

reviewers to provide keywords that describe their area of expertise. 

For each paper pt 

For each reviewer?) 

For each reviewer paper r J k  

Calculate d k  = D(pi , r j k )  

Sort all d k  

Calculate a; the average of the t  smallest d k  

Sort all a; in ascending order 

Output a list of the 7) that correspond to the sorted ay-

Figure 3.1: General reviewer assignment algorithm. 

The algorithm (Figure 3.1) starts with a set of papers to be reviewed P =  {  p x  , p 2  , . . .  }  

and a set of reviewers R = {rx, r2 ,} where each reviewer r; is itself a set of 

publications by that reviewer rj = { r;<1,r; 2 ,... }. For each paper pt the algorithm finds 

the reviewer (with n publications) that minimizes the equation 

14 



l k=l D (J j , k .p i )  

n  

where D is any distance measure between two text documents. If the comparison method 

gives a similarity measure rather than a distance, D can be replaced with a similarity 

measure S and we would find the reviewer that maximizes the equation. 

This algorithm outputs the reviewer with the body of work that is most similar to the 

subject of the paper. However there is a problem if a reviewer has written papers in 

multiple subject areas. When ranking the reviewer for one subject (the subject of the 

paper) the reviewer's score would be penalized by the algorithm for all the papers they 

have written on other subjects. To fix this problem only the most relevant papers by the 

reviewer should be considered. Therefore for each reviewer the algorithm calculates the 

distance from each of their papers to the paper to be reviewed and then sorts the results. 

Based on these sorted results the algorithm uses only the t most relevant papers to 

calculate the average and create a score for the reviewer. Here t represents the minimum 

number of papers on the subject we require a reviewer to have published to be selected. 

This means that any papers the reviewer has written other than the t most relevant will not 

count against him or her. A low value for t means we only require a reviewer to have a 

small amount of experience in the subject, while a high value means we require the 

reviewer to have published many papers on the subject to be considered qualified. In our 

tests we used t = 5 (see next section). 
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3.2 Testing methodology 

Tests were performed on two datasets; the first was a set of papers by members of the 

Dalhousie University Faculty of Computer Science. Before the dataset was used authors 

in the dataset with less than 6 papers were removed so that each author had at least 5 

papers to represent their expertise and one more to be removed and used as a paper to be 

reviewed. This resulted in a dataset of 593 papers by 23 authors. 

The second dataset was a collection of papers taken from 11 scientific journals from 

different subject areas. 50 papers were taken from each journal to create a dataset of 550 

papers. For this dataset the collection of papers from each journal was considered to be 

defining the expertise of a fictional reviewer from that subject area. 

Since the papers in the first dataset were all from one subject area it should be more 

difficult for methods to correctly differentiate between the specific subjects, whereas the 

subjects in the second dataset are more clearly differentiated and it should be easier for a 

method to make correct assignments. 

Each test was set up as follows; one paper by each reviewer was removed from the 

dataset to create a set of papers that needed to be reviewed, the general algorithm was 

then run (with the value of t set at 5) to assign the top five reviewers for each of the 

papers to be reviewed. This process was repeated five times, each time with a different set 

of papers to be reviewed selected and the results over the five tests were averaged. 

The results of the tests were evaluated based on the observation that although in real life 

an author cannot review their own paper, theoretically they should be one of the best 
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qualified reviewers. Therefore if the paper was assigned its author as a reviewer the 

assignment was considered correct. 

The results from each test are presented using A(x ,p) ,  the accuracy  of the method A in 

assigning reviewers to paper p when considering the top x ranked reviewers. If the author 

of  p  appears  in  the  top  x  rev iewers  then  A(x ,  p)  =  1 ;  i f  the  au thor  i s  no t  in  the  top  x  

reviewers A(x,p) = 0. The graphs presented in the following chapters shows each 

method's average A(x, p£) for each of the p£'s averaged over the five tests on the y-axis. 

The x values 1 to 5 are shown on the x-axis. Tables containing the full results for all 

chapters can be found in the appendix. 
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4. Comparison of information distances and compressors 

To determine the best combination of information distance equation and compression 

program several equations and compressors were tested including those that have been 

used in previous applications seen in Chapter 2 and some that have not yet been used in 

practical applications. 

The Information distances tested were the Normalized Compression Distance, 

^ C(xy)-min{C(x),C(y)} 
NCD (x ,  y )  =  

max {£(*), C(y)} 

the Scaled Normalized compression Distance, 

^  ^  NCD(x ,x )  +  NCD(y ,y )  
NCDs(x ,y )  =  NCD(x ,y )  

the Compression Based Dissimilarity Metric, 

CDM{x,y )  C < X y >  

C (*) + C(y) 

the compression approximation of the Shared Information Distance, 

?  ,  ^ 2C(xy)  -  (COO + C(y) )  
Cdshare(x ,y )  =  ——r 

C(xy)  

and the compression approximation of the Normalized Minimum Information Distance. 

A  C(xy)~  max  {C(x) ,C(y)}  
Cdmin(x ,y )  =  .  

mm {C(x) ,C(y) )  

The last two distances are the compression approximations of the information distances 

dshare and dmin based on the approximation of K(x\y) as K(xy) - K(y) used in the 

approximation of NID as NCD seen in Chapter 2. 
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The compression programs tested are shown below along with the compression 

algorithms they use: 

gzip (version 1.2.4) - Lempel-Ziv 77 and Huffman coding 

bzip2 (version 1.0.5) - Burrows-Wheeler transform, move-to-front transform, and 

Huffman coding 

7zip (version 4.65) - Burrows-Wheeler transform, Move-to-front transform, Huffman 

coding and Lempel-Ziv-Markov chain 

ppmz (version 9.1) - prediction by partial matching 

ctw (version 0.1) - context tree weighting 

zpaq (version 1.00) - context mixing algorithm 

These distances and compressors were used to assign reviewers using the testing 

methodology presented in the previous chapter. Full text representations of the papers to 

be reviewed and the reviewers' papers were used. 

4.1 Results 

4.1.1 Dataset 1 

The average performance of each compressor over all five tests and all five information 

distances on datasetl is shown in Figure 4.1. zpaq performed the best at selecting the 

correct reviewer with its first recommendation. On the other hand ppmz did get more 
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correct reviewers in the top 4 and 5 recommendations. The worst performing compressor 

was ctw. 

Number of reviewer recommendations 

Figure 4.1: Average accuracy based on compressor for datasetl. 

In Figure 4.2 the average performance of each of the distance equations over all five tests 

and six compressors on datasetl is shown. The best performing distance equations were 

CDM and Cdshare. While Cdmin performed much worse than the other equations. 
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Figure 4.2: Average accuracy based on information distance for datasetl. 

The best performing combination of distance equation and compressor over all five tests 

on datasetl was the combination of CDM and bzip2. This can be seen in Figure 4.3 

compared to the average of the performance of all the distance and compressor 

combinations (ID). The worst performing combination, Cdmin with the compressor 

bzip2, is also shown. This method performed significantly below average. Based on these 

result it seems that Cdmin performs poorly when the subject matter of the papers are very 

similar as is the case in datasetl. 
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Figure 4.3: Best, worst, and average accuracy of combinations for datasetl. 

4.1.2 Dataset 2 

In Figure 4.4 the average performance of each compressor over all five tests and all five 

information distances on dataset2 are shown. 7zip performed the best when considering 

only the top recommendation. On the other hand bzip2 did better at getting the correct 

journal in the top 2 or more recommendations. Comparing these results to those from 

datasetl (Figure 4.1) we see that the performance of individual compressors is not 

consistent. For example bzip2 was one of the worst performing compressors on datasetl 

but one of the best performing on dataset2. This inconsistency is not unexpected as the 

varying size and content of papers in different datasets will affect how each compression 

algorithm will perform and therefore how well they will approximate Kolmogorov 

complexity. 
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Figure 4.4: Average accuracy based on compressor for dataset2. 

In Figure 4.5 the average performance of each of the distance equations over all five tests 

and six compressors on dataset2 is shown. The best performing distance equation was 

Cdmin. However CDM and Cdshare were close, and actually performed better when 

considering the top 5 recommendations. Comparing these results to those from datasetl 

(Figure 4.2) we see that Cdmin performs much better on dataset2 were the subjects were 

more clearly differentiated. 
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Figure 4.5: Average accuracy based on information distance for dataset2. 

The best performing combination of equation and distance was not as clear cut in the five 

tests on the dataset2. The combination of Cdmin and bzip2 did the best at selecting the 

correct journal as its first recommendation, but after that it was outperformed by the 

combination of NCDs with the compressor ctw; both are shown along with the average 

performance (ID) in Figure 4.6. The worst performing combination on dataset 2 was the 

combination of NCD with the compressor gzip also seen in Figure 4.6. Compared with 

the results from dataset 1 (Figure 4.3) we see that the worst combination for dataset 1, 

Cdmin and bzip2 is actually one of the best combinations for datset2. This makes sense 

as we have already seen that bzip2 performed better on dataset2 as did Cdmin. This 

seems to indicate that although Cdmin performs very poorly when the subjects of papers 

are close, it is effective when subjects are more clearly differentiated. 
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Figure 4.6: Best, worst, and average accuracy of combinations for dataset2. 

4.1.3 Overall 

Over the tests on both datasets the best compressors for getting a correct assignment as 

the top recommendation were 7zip and zpaq. However if you consider the top 3 or more 

recommendations then bzip2 was the best performing compressor. The results for all 

compressors are shown in Figure 4.7. 
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