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Abstract

Grid and Rotor Sides of Doubly-fed Induction Generator-based Wind Energy Conversion System Using Sliding Mode Control Approach

by Hisham Eshaft

Abstract

This thesis deals with the analysis, modeling, and control of a Doubly-Fed Induction machine used as a wind turbine generator. A sliding mode control scheme is applied to control the power and Dc-link voltage. Two back-to-back converters are used at rotor and stator sides. At the rotor side, power control is achieved by controlling the rotor current, while at the grid side, an active power transfer is used to model the dc-link voltage. Overall robustness and tracking performance are enhanced to deal with uncertainties due to the structure of the sliding mode control law, compensation combinations, sliding and integral terms. An experimental 2-kw DFIG wind turbine system was used to validate the proposed control system. Based on the results obtained, the proposed system showed good capabilities in tracking and control under various operating conditions as well as robustness to uncertainties.
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Chapter 1

Introduction

1.1. Background and Motivation

Renewable energy resources have gained significant attention of the industry and the academic researcher, because it is environmentally friendly [1], [2], [3]. Wind turbines usually operate under variable speed operation to provide efficient energy, with the power extracted contributing a significant proportion of consumers’ electrical power demands. In fact, 20% of the entire electricity consumption in Denmark is now provided by wind energy [4]. In recent years, several different power converter techniques have been developed to integrate wind turbines with the electrical grid. The use of electronic power converters allows for variable speed operation of wind turbines as well as enhanced power extraction. In variable speed operation, a control method is required that extracts maximum power from the turbine while providing constant grid voltage and frequency. A wide range of control schemes, varying in cost and complexity, have been investigated for previously considered conversion systems.

All of the control schemes integrated with power electronic converters are designed to maximize power output at every possible wind speed. These speeds can range from cut-in to rated, and are specific to the size and type of generator being used in the Wind Energy Conversion System (WECS) [5]. A WECS based on Doubly Fed Induction Generator DFIG has several advantages [6]. For instance, it decreases stress on the mechanical structure, reduces acoustic noise, and offers the possibility of regulating both active and reactive power by using classical d-q control method [7]. Another advantage of
a DFIG system is that the back-to-back Pulse Width Modulation PWM converters connected between the grid and the induction machine rotor circuit are sized for only a portion (approx. 30%) of the generator’s full power. Wind turbine generators (WTGs) can achieve maximum wind power provided at various wind speeds by correctly adjusting the shaft speed [7].

One of the most common control techniques is decoupling the PI control of the output active and reactive power to improve the dynamic behavior of wind turbines. However, due to uncertainties surrounding the modeling and behavior of some parameters (e.g., wind speed, wind turbines, and differences in parameter values during operation due to extreme or variable temperatures, unpredictable wind speeds, or other events), the tuning of PI is a challenge in the classical d-q control scheme [8].

In the formulation of any practical control problem, there will always be a discrepancy between the actual plant and its mathematical model used for the controller design. These discrepancies (or mismatches) arise from unknown external disturbances, plant parameters, and parasitic/unmodeled dynamics [9]. Designing control laws that provide the desired performance to the closed-loop system in the presence of these disturbances and uncertainties is a very challenging task for a control engineer. This has led to intense interest in the development of the so-called robust control methods which are supposed to solve this problem.

One approach to robust controller design is the so-called sliding mode control scheme [9]. The advantages of using a sliding mode controller are its simple control structure and its insensitivity to model imprecision caused by unknown disturbances and variations in parameters [10]. In the industry, Proportional (P), Proportional Integral (PI) and
Proportional Integral Derivative (PID) controllers are widely used due to their simple structures and ease of use in a wide range of applications.

However, these controllers are tuned for specific linearized models. They may provide insufficient performance for different operating points caused by disturbances and parameter uncertainties, leading to undesirable and sustained oscillations in power and voltage. Furthermore, large and slow wind deviations may even lead to system instability [11]. To obtain maximum power extraction, the four types of electrical configuration for wind energy conversion systems should be considered.

As summarized in Fig. 1.1, there are generally four accepted electrical configurations for wind energy conversion systems currently in use. Type 1 and Type 2 illustrate the configurations for a fixed-speed wind turbine, and Type 3 and Type 4 illustrate those for a variable-speed wind turbine. In a fixed-speed wind turbine, the generator is directly connected to the electrical grid, whereas in a variable-speed wind turbine, the generator is controlled by powered electronic equipment. There are several advantages in using variable-speed wind turbines, including decreased stress on the mechanical structure, reduced acoustic noise, and the ability to control power and Dc-link voltage [12]. Most major wind turbine manufacturers are now developing wind turbines in the 3-to-6-MW range [13]. These large wind turbines are all based on variable-speed operation with pitch control using a direct-driven synchronous generator (without gear box) or a doubly-fed induction generator. Fixed-speed induction generators with stall control are regarded as unfeasible [13] for large wind turbines. Today, variable-slip (i.e., where the slip of the induction machine is controlled with external rotor resistances) or
doubly-fed induction generators are most commonly used by the wind turbine industry for larger wind turbines [14].

Among the four major electrical configurations mentioned above, Type 3 and Type 4 using induction generators are the most common configurations. Nevertheless, these configurations contribute reactive power generation as well as active power. In Type 4, the generated power at stator terminals converts DC power and is injected to the grid using a DC/AC converter. In this case, the entire generated power passes through the switching components, which typically results in power losses of up to 10%. However, Type 3, with doubly-fed induction generators (DFIG) using wound rotor-type asynchronous machines, offers a more efficient solution, as only 30% of the total system power [13, 14, 15] passes through the rotor-side converter and the stator is directly connected to grid. This means that the losses in the power electronic equipment will be reduced in comparison to power electronic equipment that has to handle the total system power, such as a direct-driven synchronous generator (Type 4). There is also a cost saving in using a smaller converter.

As a result of its reduced power delivery through power electronic devices, Type 3’s size would be smaller and its power loss and converter cost would be much lower than in Type 4. Less power dissipation also means lower cooling expenses. So, it is more cost-effective to choose the Type 3 configuration, as the stator connects directly to the grid [16, 17, 18, 19]. However, there are some concerns about the operational difficulties of the machine in instances of grid voltage disturbances. Although a variety of control methods exist, the importance and novelty of the DFIG concept means that different control methods in rotor-side and grid-side converters and their effects on the performance of wind power generators need to be investigated.
1.2. Literature Review

The use of doubly-fed induction generators (DFIGs) is advantageous, since they are relatively inexpensive, robust and require low maintenance. Furthermore, because they require external reactive power support from the grid, DFIGs need bi-directional power flow in the generator-side converter in order to inject the power when it needs to consume the reactive power and balanced with grid [20]. The use of back-to-back PWM converters along with the implementation of sliding mode controllers is a consistent converter-control combination which is carried out from the hardware system. Meanwhile, the method of commutating to control the hardware system is attracting the trajectory state to the switching surface during the convergence mode [21]. Some controllers that can induce asymptotically stable sliding behaviors of any order have been presented in the literature [22, 23, 24]. However, in [25, 26], we find the first generation of specifically designed controllers that give rise to finite time second-order sliding behaviors in a time-varying sliding surface VSS. The VSS is a special class of nonlinear systems characterized by a discontinuous control action which changes structure upon reaching a set of sliding surfaces. A salient property of the VSS system is the sliding motion of the state on the sliding surface. During this sliding motion, the system has invariance properties yielding motion which is independent of certain parameter uncertainties and disturbances.
Therefore, the design of the sliding surface completely determines the performance of the system. Most of the sliding surfaces proposed so far have been designed without consideration of the initial conditions, whether given or arbitrary. Using these sliding surfaces, the sliding mode occurs only after the system reaches the surfaces. Therefore, the tracking behaviors can be hindered by the uncertainties especially during the reaching phase. In [27], the mechanical dynamics method of the second-order sliding was implemented to control the power of wind turbines and to extract the maximum power of the wind turbine, with the sliding mode being applied to track the torque [28]. Speed was controlled by implementing the sliding mode method to the rotor speed dynamics [29] and [30]. In [31], we see a combination of sliding mode-based field-oriented control and an observer to control the aerodynamic torque.

The rotor slots interact with the magnetizing component of the air-gap magnetomotive force (MMF), generating harmonics that are dependent on the machine’s rotational speed. Once the algorithm locates the frequency of the rotor slot harmonics RSH through a look-up table, the rotational speed can be found through a series of calculations. More information on this system is located in [32], which indicates that the control option for the supply-side converter includes controlling active and reactive power. A reference frame orientated along the supply voltage rotating vector allows for real power control through d-axis current control and q-axis manipulation controls the reactive power. The aforementioned control is proven to track fast changes in rotational speed with high accuracy, a favorable characteristic for systems employing a stall-controlled wind turbine. This control algorithm can react quickly to wind gusts and may be utilized to control the amount of mechanical power and torque input to the generator. These are
common concerns for stall-controlled wind turbines, as operating them over the rated power may cause damage to the generator and power electronic converter [32].

A comparison between the use of a wound rotor induction machine and a caged rotor induction machine, both of identical size, was performed in [33]. Each of the induction machines had six poles and were rated with a voltage of 415 V 300kW and a speed of 1000 RPM. The comparison ensures validity with the use of identical converter types in each of the systems. The separate designs were each tested under identical variable wind conditions. Under the same conditions, the wound rotor induction machine output 35kWh of energy over 10 min, whereas the caged induction machine only output 28.5kWh in 10 min. The higher cost of the wound rotor induction machine, due to possible need for slip rings, is compensated by the reduction in the size of the power converters and thus the increase in energy efficiency.

The idea of using wound rotor induction machines was introduced when the doubly-fed generation was implemented for reluctance machines [33, 34, 35]. The first practical use of DFIG is recorded by Pena et al. [36], where the control strategy was based only on PI controllers connected with sinusoidal PWM that resulted in a constant switching frequency. The authors in [37] illustrated the detailed model-based studies on DFIG, showing how the rotor position can be found through current and voltage models. Another model was recorded in [38], where the operation of the DFIG under voltage sag was studied. Further studies on transient analysis of DFIG followed in [39]. The use of a hysteresis current controller on DFID to achieve better dynamics was reported in [40].

The DFIG uses two back-to-back converters connected to a three-phase power supply to deliver the required magnetization current at rotor side. In fact, one of the three-phase converters is connected to the grid to provide stable DC voltage. This converter is usually
called a grid-side converter (GSC). The DC voltage can be used for another voltage source for three-phase converters which is directly connected to terminals of a rotor winding, called a rotor-side converter (RSC). RSCs have the same configuration as GSCs, the only difference is in the control strategy when compared to the GSC one. The main task of a GSC is not only to keep the dc bus voltage constant, but also to compensate the reactive power or in some cases to remove reactive power disturbance during unbalanced conditions [41]. The main purposes of an RSC is to provide the required magnetization in rotor windings in order to generate the necessary active and reactive power at stator terminals. However, it has been reported in under some control methods [42], the active and reactive reference values have been substituted with the values of the electrical torque and stator flux.

The need to increase the efficiency of the machine to meet the new grid codes for fault ride through performance led to further studies [43, 44]. Some control strategies were proposed to improve the fault ride capability of wind turbine generators in case of short-circuiting or unbalanced condition situations, as reported in the literature. Examples include direct active control methods [45], model-based studies [46, 47], predictive direct power control PDPC [48, 49], predictive direct torque control DTC [50], vector-based hysteresis [51, 52], and integral variable structure direct torque control IVS-DTC [53]. Additionally, sensorless methods, which are known for their reliability, immunity to noise and cost-effectiveness, have also been reported by previous researchers [54, 55, 56, 57], and a comparative study for some basic control approaches was performed [58].

The major disadvantage of the aforementioned works is their deficiency in coping with large changes in grid-side parameters. Despite some useful hints for hardware setup
that have been reported in previous research, there is not enough detailed design documented in the literature. For this reason, studying DFIG through practical implementation would help to justify various methods and ideas. As most of the control methods use PI to control the inner loop, a new improved technique was applied, known as the sliding mode control scheme.

1.3. Objective

The main purpose of this thesis is the analysis of the DFIG for a wind turbine (WT) application during steady-state operation of 2kW DFIG based wind energy conversion system emulator. In order to analyze the DFIG during steady-state and transient operation both the modeling and the control of the system is important. Hence, the control and the modeling are also important parts of the thesis. The main contribution of this thesis is dynamic and steady-state analysis of the DFIG, as follows

i- To develop a power control-based sliding mode approach for a DFIG-wind energy conversion system for a rotor-side convertor

ii- To develop a sliding mode control for Dc-link voltage regulation and to improve the power quality in a grid-side converter.

iii- To validate the proposed control scheme on the hardware prototype of DFIG-WECS and verify its tracking efficiency and robustness.

1.4. Development Steps:

i. Development control scheme for DFIG-based WECS
   a. Sliding mode controllers for rotor side
   b. Sliding mode controller grid side

ii. Development of supervision and control interface
iii. Experimental validation

1.5. Outline

This thesis is organized as follows:

In Chapter 2, Description of properties of the wind and wind energy conversion system. Overview of Doubly Fed Induction Generator (DFIG) based wind turbine and the dynamic modeling of DFIG in stationary & rotating reference frame for the development of machine control are presented.

In Chapter 3, the main work in chapter is to develop an SMC scheme, where a switching term, an integral term and a compensating term can all be included to efficiently operate a DFIG-based WECS and deal with uncertainties, parametric mismatches and external disturbances. The control scheme will be used to ensure that the active-reactive power at the generator stator is regulated on a constant basis and to maintain a continuous dc-link voltage at the back-to-back convertor.

In Chapter 4, an analysis of the graphical representation of system performances is provided, obtained by real-time experiments and offering practical information as well as a deeper understanding of the machine’s behavior in a wind energy conversion system.

Finally, in Chapter 5, the conclusion and proposed future work are presented.
Chapter 2

Dynamic Modeling of Wind Turbine and DFIG

2.1. Wind Turbine

A wind turbine is one of the most important elements in wind energy conversion systems. Wind turbines produce electricity by using the power of the wind to drive an electrical generator. The wind passes over the blades, generating lift and exerting a turning force, while the rotating blades turn a shaft inside the nacelle that goes into a gearbox. The gearbox increases the rotational speed to whatever speed is appropriate for the generator, and the generator then uses magnetic fields to convert the rotational energy into electrical energy. Finally, the power output goes to a transformer or power electronic converter, which converts the electricity from the generator by regulating the voltage.

Wind turbines extract kinetic energy from the swept area of the blades. The power in the airflow is given by [59], [60].

\[ P_{air} = \frac{1}{2} \rho A v^3 \]  \hspace{1cm} (2.1)

where

- \( \rho \) = Air density (kgm\(^{-3}\))
- \( A \) = Swept area of rotor (m\(^2\))
- \( v \) = Wind speed (ms\(^{-1}\))

Although the above equation gives the power available in the wind, the power transferred to the wind turbine rotor is reduced by the power coefficient, \( C_p \) [59]:

\[ C_p = \frac{P_{wind\_turbine}}{P_{air}} \]  \hspace{1cm} (2.2)
\[ P_{\text{wind turbine}} = C_p P_{\text{air}} = P_M \] (2.3)

The wind power captured by the blade and converter into mechanical power, \( P_M \), can be calculated by:

\[ P_{\text{wind turbine}} = P_M = C_p \times \frac{1}{2} \rho A v^3 \] (2.4)

\[ P_M = \frac{1}{2} \rho \pi R^2 v^3 C_p \] (2.5)

The maximum value of \( C_p \) is defined by the Betz limit, which states that a turbine can never extract more than 59.3\% of the power from an air stream [59] [61]. In reality, wind turbine rotors have maximum \( C_p \) values in the range of 25\% to 45\%. It is also conventional to define a tip-speed ratio, \( \lambda \), as

\[ \lambda = \frac{\omega R}{v} \] (2.6)

where \( \omega \) = rotational speed of rotor

\( R \) = radius to tip of rotor

\( v \) = upwind free wind speed, ms\(^{-1}\)

The tip-speed ratio, \( \lambda \), and the power coefficient, \( C_p \), are dimensionless and thus can be used to describe the performance of any size of wind turbine rotor. Wind turbines can rotate about either Horizontal Axis Wind Turbines HAWT or Vertical Axis Wind Turbines VAWT (Darius, Savonius) [62].

Horizontal Axis Wind Turbines

HAWTs, which are mounted on towers, are the most common type of turbine (Fig. 2.1). Their main advantages are high efficiency and low cost/power ratio, while their drawbacks are complex design and maintenance difficulties, as both the generator and gearbox must be tower-mounted.
The first windmills built (Savonius rotor [Fig. 2.2] and Darius rotor [Fig. 2.3]) were based on a vertical axis structure. In VAWT, the maintenance is easy and wind can be received from any direction. Furthermore, the VAWT blade design is simple and has low fabrication costs. The main drawbacks of VAWT are that it requires a generator to run in motor mode at startup and has lower oscillatory components in the aerodynamic torque \[62\]. The mechanical connection between an electrical generator (EG) and turbine rotor may be direct or through a gearbox. In fact, the gearbox (G) converts the turning speed of the blades, \(\omega_t\), to the rotational speed, \(\omega_g\), of an electrical generator (EG) \[63\]:

\[
\omega_t = \frac{\omega_g}{G}
\]

We defined the tip speed ratio (TSR) for wind turbines as the ratio of the rotational speed of the tip of a blade, \(\omega_t\). \(R\), to the actual wind speed, \(V_{wind}\):

\[
\lambda = \frac{\omega_t \cdot R}{V_{wind}}
\]
Modern horizontal axis wind turbines generally use $k$ (constant number) of nine-to-ten for two-bladed rotors and six-to-nine for three-bladed rotors.

2.2. Dynamic Modeling of Doubly-fed Induction Generator

Induction machines (IMs) have been widely used as a means of converting electric power to mechanical work in several applications. The main advantage of an IM is that there is no need for separating DC field power because of its brushless construction. These machines are known for their reliability and can be found in the ranges of fractional horse power (FHP) to multi-megawatt capacity. Moreover, unlike synchronous machines, IMs can be operated at different speeds. There are two types of induction machines, based on rotor construction: squirrel cage rotor and wound rotor. The squirrel cage rotor type is widely used because of its simplicity of construction and low maintenance cost, whereas the wound rotor machine is usually used as a grid-connected choice because the reactive power could be injected to the grid through rotor winding to balance the power at the grid and it can also produce high starting torque. The squirrel cage is the preferred option in stand-alone wind generation schemes, as it can produce a higher starting torque than DFIG [64].

The dynamic behaviors of the induction machine must be tested as the modeling is done to study dynamics. Dynamic behavior illustrates the behavior of the machine’s variables in transition periods as well as in the steady state. This dynamic behavior of machines is known as the “dynamic model”. By using the dynamic model, the performance of the machine parameters can be known for all stages of operation (not only steady-state) such as torque, currents and fluxes, as well as under certain voltage-supplying conditions [65]. Furthermore, the information provided by the dynamic model helps to show how the
transition from one state to another is achieved, and allows for the detection of instabilities or high transient currents that are considered unsafe behaviors. [65].

Therefore, the dynamic model is represented in a differential equation form and structured as a compact set of model equations. This allows it to be simulated using any control software such as Simulink-MATLAB and RT-LAB. The set provides all the relevant information related to the machine’s variables, along with the behavior of the variables of the machine.

2.2.1. Overview of Doubly-fed Induction Generator

DFIG is known as a wound rotor induction generator. Both the stator and the rotor have three sinusoidal windings, corresponding to three phases, displaced by 120°. The three phases are $a$, $b$ and $c$, while the stator has $p$ pairs of poles.

![DFIG configuration diagram](image)

Figure 2.4: Schematic of DFIG configuration.

The rotor is connected to the grid through AC/DC converters, as shown in Fig. 2.4. When the machine produces energy, 30% of the power flows from the rotor to the grid. The design of the converters can then be chosen in accordance with the rotor’s power. The minimization of the converter volume and cost is assured, unlike the squirrel cage induction
generator, where the converter must handle the full load power, significantly increasing the cost of the assembly.

The stator windings are connected to the grid. This imposes the stator current frequency, \( f_e \), and leads to the creation of a rotating magnetic field in the air gap. The relationship between the rotational speed of this field, \( \omega_e \) and \( f_e \), is proportional:

\[
\omega_e = 2\pi f_e.
\]

The variation of magnetic flux appears when the rotor speed is different than the speed of the rotational field. Currents are induced in the rotor windings in accordance with Faraday’s law of induction. Hence, we can define \( P \) is number of poles, \( \omega_m \), the rotor mechanical speed and, \( \omega_r \), the rotor electrical speed by

\[
\omega_r = P\omega_m.
\]

If \( \omega_r \neq \omega_e \), the flux linked by the rotor windings will change with time; whereas if \( \omega_r > \omega_e \), the machine will be operated as a generator and as a motor otherwise, the DFIG could be operated as a generator in sub-synchronous mode. The slip, \( s \), defines the relative speed of the rotor compared with the relative speed of the stator:

\[
s = \frac{\omega_e - \omega_r}{\omega_e}.
\]

The slip of DFIG is usually negative when it works as a generator and positive when it works as motor. The rotor currents at an angular speed are defined by the difference between the synchronous speed and the rotor speed, whereas the stator currents at \( \omega_r \) are defined by \( \omega_e - \omega_r \).

This means that the frequency of the rotor currents, \( f_r \), is [65]
\[
f_r = s f_e. \tag{2.4}
\]

The machine should be always operated at speeds different from synchronous speed in order to detect changes in the magnetic flux, which leads to inducing currents in its winding.

The rotor-side inverter controls the rotor currents. Equation (2.4) illustrates how controlling the rotor currents controls both the slip and the speed of the machine.

### 2.2.2. Doubly-fed Induction Generator Modeling

The mathematical modeling of the DFIG is presented in this section. In order to provide the needed feedback to tune the controller, the electrical equivalent of the DFIG is illustrated and analyzed. Moreover, all equations of the equivalent system are transformed into both an \( \alpha\beta \) and a \( \text{dq}\xi \) reference frame. Furthermore, the decoupled active and reactive power equations are exposed in the \( d \) and \( q \) axes for both the stator and the rotor.

In the stationary \( (abc) \) reference frame, the relationships between voltages, currents and flux linkages of each phase of the machine can be obtained by Kirchhoff’s and Faraday’s laws [66-67]:

\[
\begin{bmatrix}
  v_{as} \\
  v_{bs} \\
  v_{cs}
\end{bmatrix} = R_s \times \begin{bmatrix}
  i_{as} \\
  i_{bs} \\
  i_{cr}
\end{bmatrix} + \frac{d}{dt} \begin{bmatrix}
  \lambda_{as} \\
  \lambda_{bs} \\
  \lambda_{cs}
\end{bmatrix}
\tag{2.10}
\]

\[
\begin{bmatrix}
  v_{ar} \\
  v_{br} \\
  v_{cr}
\end{bmatrix} = R_r \times \begin{bmatrix}
  i_{ar} \\
  i_{br} \\
  i_{cr}
\end{bmatrix} + \frac{d}{dt} \begin{bmatrix}
  \lambda_{ar} \\
  \lambda_{br} \\
  \lambda_{cr}
\end{bmatrix}
\tag{2.12}
\]

The subscripts \( r \) and \( s \) denote rotor and stator quantities, respectively. The subscripts \( a, b \) and \( c \) are used to identify phases \( a, b \) and \( c \) quantities, respectively. The
symbols $v$ and $i$ are for voltages and currents, and $\lambda$ represents flux linkages. The stator and rotor winding resistances are $R_s$ and $R_r$. They are assumed to be equal for all phase windings.

The flux linkages are coupled to the currents by the inductances:

$$\begin{bmatrix}
\lambda_{as} \\
\lambda_{bs} \\
\lambda_{cs}
\end{bmatrix} = L_s \begin{bmatrix} i_{as} \\ i_{bs} \\ i_{cs} \end{bmatrix} + L_M \begin{bmatrix} i_{ar} \\ i_{br} \\ i_{cr} \end{bmatrix}$$

(2.13)

$$\begin{bmatrix}
\lambda_{ar} \\
\lambda_{br} \\
\lambda_{cr}
\end{bmatrix} = L_r \begin{bmatrix} i_{ar} \\ i_{br} \\ i_{cr} \end{bmatrix} + L_M^T \begin{bmatrix} i_{as} \\ i_{bs} \\ i_{cs} \end{bmatrix}$$

(2.14)

The winding inductance matrices are defined by:

$$L_s = \begin{bmatrix}
L_{a} + L_{a} & -\frac{1}{2} L_{a} & -\frac{1}{2} L_{a} \\
-\frac{1}{2} L_{a} & L_{a} + L_{a} & -\frac{1}{2} L_{a} \\
-\frac{1}{2} L_{a} & -\frac{1}{2} L_{a} & L_{a} + L_{a}
\end{bmatrix}$$

(2.15)

$$L_r = \begin{bmatrix}
L_{ar} + L_{ar} & -\frac{1}{2} L_{ar} & -\frac{1}{2} L_{ar} \\
-\frac{1}{2} L_{ar} & L_{ar} + L_{ar} & -\frac{1}{2} L_{ar} \\
-\frac{1}{2} L_{ar} & -\frac{1}{2} L_{ar} & L_{ar} + L_{ar}
\end{bmatrix}$$

(2.16)

$$L_M = L_{m} \begin{bmatrix}
\cos(\theta_r) & \cos(\theta_r + \frac{2\pi}{3}) & \cos(\theta_r - \frac{2\pi}{3}) \\
\cos(\theta_r - \frac{2\pi}{3}) & \cos(\theta_r) & \cos(\theta_r + \frac{2\pi}{3}) \\
\cos(\theta_r + \frac{2\pi}{3}) & \cos(\theta_r - \frac{2\pi}{3}) & \cos(\theta_r)
\end{bmatrix}$$

(2.17)

The subscripts $l$ and $m$ relate to the leakage and magnetizing inductances, respectively. The maximum amplitude of the mutual inductance between the stator and the
rotor is $L_m$. It should also be noted that Eq. (2.7) depends on the angular shift of the rotor, $\theta_r$, which in turn depends on the angular speed of the rotor, $\omega_r$. The rotor electrical angular displacement regarding the stator, defined from $\omega_r$, of the electrical rotor speed is

$$\theta_r(t) = \int_0^t \omega_r \, dt + \theta_r(0)$$  \hspace{1cm} (2.18)$$

where $\theta_r(0)$ is the initial position of the rotor at $t=0$.

It can then be noted that the voltage, current and mutual inductance matrix, $L_M$, are derived in the $(abc)$ stationary reference frame and depend on time. Since the modeling and analysis for such a system is difficult to manage, the time-variant parameters can be made time-invariant by transforming them into an appropriate rotating reference frame.

In order to complete the modeling, a model of the mechanical dynamics is needed. The dynamics of the generator shaft relate the rotor speed and the electromagnetic torque:

$$J \frac{d\omega_m}{dt} = T_m - T_e$$  \hspace{1cm} (2.19)$$

where $J$ is the inertia of the machine, $T_m$ is the mechanical torque, and $T_e$ is the electromagnetic torque.

### 2.2.3. $(d-q)$ Reference Frame

It has been mentioned above that the parameters of the machine need to be transformed into a suitable rotating reference frame. This aim can be achieved by defining the $(d-q)$ reference frame, which will be rotating at the synchronous angular speed of the system. The DFIG can be considered a generator with a non-zero rotor voltage. Hence, the equations for the rotating direct-quadrature $(d-q)$ reference frame can be written as [68]:

$$v_{ds} = R_s i_{ds} - \omega_e \lambda_{qs} + \frac{d\lambda_{ds}}{dt}$$  \hspace{1cm} (2.20.a)$$
\[ v_{qs} = R_s i_{qs} + \omega_e \lambda_{ds} + \frac{d\lambda_{qs}}{dt} \]  
(2.20.b)

\[ v_{dr} = R_r i_{dr} - \omega_s \lambda_{qr} + \frac{d\lambda_{dr}}{dt} \]  
(2.21.a)

\[ v_{qr} = R_r i_{qr} + \omega_s \lambda_{dr} + \frac{d\lambda_{qr}}{dt} \]  
(2.21.b)

\[ \lambda_{ds} = L_s i_{ds} + L_m i_{dr} \]  
(2.22.a)

\[ \lambda_{qs} = L_s i_{qs} + L_m i_{qr} \]  
(2.22.b)

\[ \lambda_{dr} = L_r i_{dr} + L_m i_{ds} \]  
(2.23.a)

\[ \lambda_{qr} = L_r i_{qr} + L_m i_{ds} \]  
(2.23.b)

where \( L_s = L_{qs} + L_m \)

\[ L_r = L_{qr} + L_m \]

where \( \omega_e \) is the rotational speed of the synchronous reference frame; \( \omega_s = \omega_e - \omega_r \) is the slip frequency [69] and \( s \) is the slip; and \( \omega_r \) is the electrical speed measured in [rad/s], which can be calculated by means of the pole numbers \( \omega_r = \frac{P}{2} \omega_m \), where \( \omega_m \) is the mechanical angular speed of the rotor.

Furthermore, \( v_{ds}, v_{qs}, v_{dr}, v_{qr}, i_{ds}, i_{qs}, i_{dr}, i_{qr}, \lambda_{ds}, \lambda_{qs}, \lambda_{dr}, \lambda_{qr} \) are the \((d-q)\) components of the stator and rotor in voltage, current and flux linkage, while \( R_r, R_s, L_s \) and \( L_r \) are the resistances of the rotor and the stator when \( L_m \) is the mutual inductance. The electromagnetic torque can be produced by the residual magnetism, which is stored in a form of magnetic field in the rotor and stator. This electromagnetic torque can be calculated by [70]:

\[ \text{Electromagnetic torque} = \frac{P}{2} \omega_m \]
\[ T_e = \frac{3}{2} p (\lambda_{dr} i_{qs} - \lambda_{qr} i_{ds}) = \frac{3}{2} p L_m (i_{dr} i_{qs} - i_{qr} i_{ds}) \]  

(2.24)

where \( p \) is the number of pole pairs and \( L_M = \frac{3}{2} L_m \)

Figure 2.5: Equivalent circuit of the \( d \)-axis and \( q \)-axis in the arbitrary reference frame.

The power losses related to the rotor and stator resistance in the following model are neglected, and the power modeling for the active and reactive power of the DFIG can be written as follows [71]:

\[ P_s = \frac{3}{2} (v_{ds} i_{ds} + v_{qs} i_{qs}) \]  

(2.25)

\[ Q_s = \frac{3}{2} (v_{qs} i_{ds} - v_{ds} i_{qs}) \]  

(2.26)

\[ P_r = \frac{3}{2} (v_{dr} i_{dr} + v_{qr} i_{qr}) \]  

(2.27)

\[ Q_r = \frac{3}{2} (v_{qr} i_{dr} - v_{dr} i_{qr}) \]  

(2.28)
2.2.4 \((\alpha, \beta)\) Reference Frame

In order to describe the alpha-beta reference frame it must be considered that it resembles the \(dq0\) but it is stationary. Equations (2.20.a), (2.20.b) and (2.21.a), (2.21.b), taking into account the previous assumptions, are analyzed below.

Stator voltages and fluxes in the \((\alpha, \beta)\) reference frame:

\[
v_{\alpha s} = R_s i_{\alpha s} + \frac{d}{dt} \lambda_{\alpha s} \quad (2.29.a)
\]

\[
v_{\beta s} = R_s i_{\beta s} + \frac{d}{dt} \lambda_{\beta s} \quad (2.29.b)
\]

\[
\hat{\lambda}_{\alpha s} = \int (v_{\alpha s} - R_s i_{\alpha s}) \quad (2.30.a)
\]

\[
\hat{\lambda}_{\beta s} = \int (v_{\beta s} - R_s i_{\beta s}) \quad (2.30.b)
\]

The stator currents are:

\[
i_{\alpha s} = \frac{L_{lr} + L_m}{L_{lr} L_{ls} + L_m (L_{lr} + L_{ls})} \lambda_{\alpha s} - \frac{L_m}{L_{lr} L_{ls} + L_m (L_{lr} + L_{ls})} \lambda_{\alpha r} \quad (2.31.a)
\]

\[
i_{\beta s} = \frac{L_{lr} + L_m}{L_{lr} L_{ls} + L_m (L_{lr} + L_{ls})} \lambda_{\beta s} - \frac{L_m}{L_{lr} L_{ls} + L_m (L_{lr} + L_{ls})} \lambda_{\beta r} \quad (2.31.b)
\]
The equations of the $\alpha, \beta$ frame of the rotor’s voltage and current are:

$$v_{\alpha r} = R_r i_{\alpha r} + \frac{d}{dt} \lambda_{\alpha r} + \omega_r \lambda_{\beta r}$$  \hspace{1cm} (2.32.a) \\

$$v_{\beta r} = R_r i_{\beta r} + \frac{d}{dt} \lambda_{\beta r} - \omega_r \lambda_{\alpha r}$$  \hspace{1cm} (2.32.b) \\

$$\lambda_{\alpha r} = \int \left( v_{\alpha r} - R_r i_{\alpha r} - \omega_r \lambda_{\beta r} \right)$$  \hspace{1cm} (2.33.a) \\

$$\lambda_{\beta r} = \int \left( v_{\beta r} - R_r i_{\beta r} + \omega_r \lambda_{\alpha r} \right)$$  \hspace{1cm} (2.33.b) \\

The $\alpha, \beta$ currents of the rotor are:

$$i_{\alpha r} = \frac{L_{dl} + L_m}{L_{dl} L_{ds} + L_m (L_{dl} + L_{ds})} \lambda_{\alpha r} - \frac{L_m}{L_{dl} L_{ds} + L_m (L_{dl} + L_{ds})} \lambda_{\alpha s}$$  \hspace{1cm} (2.34.a) \\

$$i_{\beta r} = \frac{L_{dl} + L_m}{L_{dl} L_{ds} + L_m (L_{dl} + L_{ds})} \lambda_{\beta r} - \frac{L_m}{L_{dl} L_{ds} + L_m (L_{dl} + L_{ds})} \lambda_{\beta s}$$  \hspace{1cm} (2.34.b) \\

The electromagnetic torque can be written as follows:

$$T_e = \frac{3}{2} p (\lambda_{\alpha r} i_{\beta r} - \lambda_{\beta r} i_{\alpha r})$$  \hspace{1cm} (2.35)
2.2.5 Conclusion

Induction generators are widely used in wind energy conversion systems. In this chapter, the advantages of using an induction generator instead of a synchronous generator were examined. As well, the dynamic modeling of induction machines was illustrated to explain the development of the subsequent machine control. Furthermore, algebraic equations describing the operation of a DFIG over two different reference frames were presented. The next chapter will focus on sliding mode controller applications to a doubly-fed induction generator.
Chapter 3

Sliding Mode Controller Application to DFIG

3.1. Introduction

Having the ability to manage systems in an uncertain context is one of the most intriguing desires of humans. This expectation can be reduced to a system theory context; indeed, the development of the control theory has given rise to several sophisticated control techniques devoted to solving the control problem for some classes of uncertain systems. Most of them are based on adaptation methods [72], relying both on identification and observation, and absolute stability methods [73, 74]. This reliance often leads to highly complex control algorithms whose implementation can imply a relevant computational cost and/or the use of very expensive devices. In recent years, an increasing interest in sliding modes has led to an almost complete formalization of the mathematical background and robustness properties in relation to system uncertainties and external disturbances of this control technique [75].

One way to deal with the uncertainty is variable structure systems (VSS), in which control can constrain the uncertain system behavior on an "a priori" specified manifold (the sliding manifold) by "brute force". In such systems, the control immediately reacts to any deviation of the system, steering it back to the constraint by means of a sufficiently energetic control effort. Any strictly satisfied equality removes one "uncertainty dimension".

In fact, VSS may be considered a general term for any dynamic system with discontinuous feedback control that can be defined by means of suitable sliding mode
techniques. Classical sliding mode control is based on the possibility of making and keeping an auxiliary output variable (i.e., the sliding variable) identically null. This then represents the deviation from the constraint by means of a discontinuous control acting on the first-time derivative of the sliding variable, and switching between high amplitude opposite values with theoretically infinite frequency. Moreover, due to its regularity properties and non-ideal realization, any system evolving in a boundary layer of the sliding manifold has the same trajectories (both system and control devices) as the ideal one, apart from some perturbing terms whose influence grows with the size of the boundary layer [76, 75]. Nevertheless, the implementation of sliding mode control techniques is troublesome because of the large control effort usually needed to ensure robustness properties, as well as the possibility that the so-called chattering phenomenon can arise [75].

The latter may lead to large undesired oscillations which can damage the controlled system. Recently-invented, higher-order sliding modes generalize the basic sliding mode idea. These are characterized by a discontinuous control acting on the higher-order time derivatives of the sliding variable instead of influencing its first-time derivative, as happens in standard sliding modes. Preserving the main advantages of the original approach with respect to robustness and ease of implementation, they entirely remove the chattering effect and guarantee even greater accuracy in the presence of plant and/or control device imperfections [77, 78]. The sliding order characterizes the smoothness degree of the system dynamics near the sliding mode.

The task in sliding mode control is to keep the system on the sliding manifold defined by the equality of the sliding variable to zero. The sliding order is defined as the number of continuous (and, of course, null within sliding mode) total time derivatives of
the sliding variable, zero included. Furthermore, an r-th-order real sliding mode provides sliding precision, i.e., the size of the boundary layer of the sliding manifold, up to the r-th-order with respect to plant imperfections, which result in delays in the switching [77, 78].

High-order sliding modes can appear naturally when fast dynamic actuators are used in VSS applications [78]. Indeed, when some types of dynamic actuators are present between a relay and the controlled process, the switching is moved to higher-order derivatives of the actual plant input. Thus, some new modes appear to be providing the exact satisfaction of the constraints and to be higher-order sliding modes. This phenomenon reveals itself by the spontaneous disappearance of chattering in VSS.

3.2. Second-order Sliding Modes

VSS dynamics is characterized by differential equations with a discontinuous right-hand side. As per the definition by Filippov, any discontinuous differential equation \( \dot{x} = V(x) \), where \( x \in IR^n \) and \( V \) is a locally bounded measurable vector function, is replaced by an equivalent differential inclusion, \( \dot{x} \in V(x) \) [79]. In the simplest case, when \( v \) is continuous almost everywhere, \( V(x) \) is the convex closure of the set of all possible limits of \( v(z) \ as \ z \rightarrow x \), while \( \{z\} \) are continuity points of \( v(z) \). Any solution of the differential equation is defined as an absolute continuous function \( x(t) \) satisfying the differential inclusion almost everywhere.

The extension to the non-autonomous case is straightforward by considering time, \( t \), as an element of vector, \( x \). Consider an uncertain single-input nonlinear system whose dynamics is determined by the differential system:

\[
\dot{x}(t) = f(x(t), t, u(t))
\]  

(3.1)
where \( x \in X \subset IR^n \) is the state vector, \( u \in U \subset IR \) is the bounded input, \( t \) is the independent variable time, and \( f: IR^{n+2} \rightarrow IR^n \) is a sufficiently smooth uncertain vector function. Assume that the control task is fulfilled by constraining the state trajectory on a proper sliding manifold in the state space defined by the vanishing of a corresponding sliding variable \( s(t) \): 

\[
S(t) = S(x(t), t) = 0
\]  

(3.2)

where \( s: IR^{n+1} \rightarrow IR^n \) is a known single-valued function, such that its total time derivatives \( S^K, K = 0, 1, \ldots, r-1 \) along the system trajectories exist and are single-valued functions of the system state \( x \). The latter assumption means that discontinuity does not appear in the first \( r-1 \) total time derivatives of the sliding variable \( S \).

Definition 1: Given the constraint function (3.2), its \( r \)-th order sliding set is defined by the \( r \) equalities

\[
S = S' = S'' = S^{(r-1)} = 0
\]  

(3.3)

which constitute an \( r \)-dimensional condition on the system dynamics [80].

Definition 2: Let \( r\)-th order sliding set (3.3) not be empty, and assume that it is locally an integral set in the Filippov sense, i.e., it consists of Filippov's trajectories of the discontinuous dynamic system. The corresponding motion of system (3.1) satisfying (3.3) is called an \( r\)-th-order sliding mode with respect to the constraint function, \( S \). For shortening purposes, the words "\( r\)-th-order sliding" will be abridged below to "\( r\)-sliding".

Based on Definition 2, equation (3.1) evolves featuring a 2-sliding mode on the sliding manifold (3.2), if its state trajectories lie on the intersection of the two manifolds \( S \)
= 0 and \( S' = 0 \) in the state space. It is easy to see that, at 2-sliding points, Filippov's set of admissible velocities lies in the tangential space to \( S = 0 \) (Fig. 1).

![Figure 3.1: Second order sliding mode trajectory [80].](image)

### 3.3. Sliding Variable Dynamics

Consider system (3.1) and assume that the control task is fulfilled by its zero dynamics [81] with respect to a properly defined output variable \( S(x, t) \), as in (3.2). By differentiating the sliding variable \( s \) twice, the following relationships are derived:

\[
S'(t) = S'(x(t), t, u(t)) = \frac{\partial}{\partial t} S(x, t) + \frac{\partial}{\partial x} S(x, t) f(x, t, u) \tag{3.4}
\]

\[
S''(t) = S''(x(t), t, u(t), u'(t)) = \frac{\partial}{\partial t} S'(x, t, u) + \frac{\partial}{\partial x} S'(x, t, u) f(x, t, u) + \frac{\partial}{\partial u} S'(x, t, u) u' \tag{3.5}
\]

Depending on the relative degree [81] of the nonlinear second-order sliding mode (SISO) system (3.1), (3.2), different cases should be considered

a) Relative degree \( P = 1 \), i.e., \( \frac{\partial}{\partial u} S' \neq 0 \)
As can be seen in (a), the classical approach to VSS by means of the first-order sliding mode control solves the control problem. However, the second-order sliding mode control can be used to avoid chattering as well. In fact, if the time derivative of the plant control, \( u'(t) \), is considered as the actual control variable, the 2-sliding mode control approach allows the definition of a discontinuous control \( u' \), steering both the sliding variable, \( S \), and its time derivative, \( s' \), to zero, so that the plant control, \( u \), is continuous and chattering is avoided [82, 83].

3.4. Chattering Avoidance

In some applications such as DC motors and aircraft, when the control is applied, it is important to avoid control chattering by providing continuous/smooth control signals. So, for instance, the aircraft aerodynamic surfaces cannot move back and forth with high frequency, it is desirable to retain the robustness/insensitivity of the control system to bounded model uncertainties and external disturbances.

When considering classical VSS, the control variable \( u(t) \) is a feedback-designed relay output. The most direct application of 2-sliding mode control is that of attaining the sliding motion on the sliding manifold (3.2) by means of a continuous bounded input \( u(t) \). This means that \( u(t) \) can be considered a continuous output of a suitable first-order dynamical system which can be driven by a proper discontinuous signal. Such first-order dynamics can be either inherent to the control device [77] or specially introduced for chattering elimination purposes [83], while the feedback control signal generated by the 2-sliding control algorithm is mostly the time-derivative of the plant input, \( u(t) \).

Consider system (3.1) and the constraint function (3.2). Assume that \( F \) and \( S \) are, respectively, \( C^1 \) and \( C^2 \) functions, and that the only available information consists of the
current values of $t$, $u(t)$, $S(x, t)$ and, possibly, of the sign of the time-derivative of the latter.

The control goal for a 2-sliding mode controller is that of steering $s$ to zero in finite time by means of a control, $u(t)$, that is continuously dependent on time.

To define the control problem, the following conditions must be assumed:

1) $U = \{ u : |u| < U_M \}$, where $U_M > 1$ is a real constant; furthermore, the solution of (3.1) is well-defined for all $t$, if $u(t)$ is continuous and $u(t) \in U \forall t$.

2) There exists $u_1 \in (0, 1)$, such that for any continuous function $u(t)$ with $|u(t)| > u_1$, there is $t_1$, such that $S(t)u(t) > 0$ for each $t > t_1$. Hence, the control $u(t) = \text{sign} [s(t_0)]$, where $t_0$ is the initial value of time, enables the hitting of the manifold (3.2) in finite time.

3) Let $S'(x, t, u)$ be the total time-derivative of the sliding variable $S(x, t)$, as defined in (3.4). There are positive constants $t_0, u_0 < 1, \Gamma_m, \Gamma_M$, such that if $|S(x, t)| < S_0$, then

$$\Gamma_m \leq \frac{\partial}{\partial u} S' (x, t, u) \leq \Gamma_M, \forall u \in U, x \in X$$

(3.6)

and the inequality $|u| > u_0$ entails $Su' > 0$.

4) There is a positive constant $\phi$, such that within the region $|S| < S_0$, the following inequality holds: $\forall t, x \in X, u \in U [77]$.

$$\left| \frac{\partial}{\partial t} S'(x,t,u) + \frac{\partial}{\partial x} S'(x,t,u) f(x,t,u) \right| \leq \phi$$

(3.7)

Condition 2 means that, when starting from any point of the state space, it is possible to define a proper control, $u(t)$, steering the sliding variable within a set such that the boundedness conditions on the sliding dynamics defined by conditions 3 and 4 are satisfied. These conditions state that the second time-derivative of the sliding variable $S$,
evaluated with fixed values of the control $u$, is uniformly bounded in a bounded domain. It follows from the theorem on implicit function that there is a function $u_{eq}(t, x)$, which can be viewed as Utkin's equivalent control [76], satisfying the equation $S' = 0$. Once $s = 0$ is achieved, the control $u = u_{eq}(t, x)$ would provide for the exact constraint fulfillment.

Conditions 3 and 4 mean that $|S| < S_0$ implies $|u_{eq}| < u_0 < 1$, and that the velocity of the $u_{eq}$ changing is bounded. This opens the possibility to approximate $u_{eq}$ by a Lipschitzian control. Note that the unit upper bound for $u_0$ and $u_1$ can be considered as a scaling factor, and somewhere in the following it is not explicitly considered. Note also that linear dependence on control $u$ is not required and that the usual form of the uncertain systems dealt with by the VSS theory, i.e., systems affine in the control, is a special case of the considered systems (3.1), (3.2).

3.5. Control Strategy of Doubly-fed Induction Generator by Applying SMC

Doubly-fed induction generator (GFIGs)-based wind turbine systems are one of the most popular machines in high power generation due to their many advantages. For instance, they can operate at different speeds, have independent regulation active and reactive power capability, have small power convertors, and can reduce power losses [83, 84]. However, regardless of the many positive aspects of GFIGs, challenges still remain in controlling the overall system for efficient and smooth operation. Oriented voltage stator or stator-flux-oriented vector control (VC) are used as a base in the conventional control of grid-connected DFIG wind turbine systems. In this control scheme, proportional-integral (PI) controllers are used to decouple the rotor current and regulate its components so that
the instantaneous stator active and reactive powers can be independently controlled through it.

The tracking performance is highly dependent on PI parameter tuning, such as stator and rotor resistances, inductances, and disturbances in the system. Consequently, there may be deteriorations in the performance as a result of the deviation of the actual machine parameters from the nominal values used in the control system, particularly when the PI controllers are operated under a fixed gain [85, 86].

In [87], an overview on the applications of DFIG in wind energy systems was presented. Several issues of control systems such as stand-alone operation, connection to balanced or unbalanced grids, sensorless control, and frequency support from DFIGs and low-voltage ride-through, were discussed. In [88], a machine inverter with three different controllers (PI, polynomial RST-based on pole placement theory and linear quadratic Gaussian approach with simulation validation) was used to regulate the stator active and reactive powers.

Nonlinear systems are normally subjected to uncertainties, parametric mismatches and external unknown disturbances. Thus, in order to carry out an effective control strategy for it, a sliding mode control (SMC) strategy is used. The SMC uses a switching term to keep the state on the manifold surface, and an additional compensation term can be used to deal with system modeling [89, 90]. Many different WECS configurations based on permanent magnet synchronous generator and DFGI have utilized the SMC strategy [91, 92]. It can be seen in [93] that without further discussion about the dc-link voltage regulations and its effect on the overall control system, a sliding surface which is based on the tracking error and its integration was used in the SMC approach in order to control only
the active-reactive power at the DFIG.

In [94], a similar approach to the SMC scheme was carried out for rotor-side control based on rotor speed tracking and grid-side control for dc-link voltage regulation. The proposed control scheme for both studies has thus far only been validated via a computer simulation. Additionally, the proposed SMC algorithms for the rotor- and grid-side power converters of a DFIG-based wind turbine under non-ideal grid voltage conditions have been verified by simulation in [95]. In [96], a second-order SMC scheme which employs an electromagnetic torque and d-component of the stator current, respectively, has been used in order to control the DFIG stator side active-reactive powers. In order to guarantee efficient power transfer via the back-to-back converter, grid-side control and its effect on the proposed control system was excluded from this work. In [97], an approach similar to [96] was proposed, but with variable control gains. The control scheme was only verified by simulation due to the difficulties raised in the control design by the gains computation.

In [98], the same second-order SMC was applied for the power control at the grid side of a DFIG-driven wind turbine. In order to establish the reference value for the extractable power based on the operation, a discrete second-order SMC scheme was used in [99] as an observer.

The main aim of this work is to develop an SMC scheme, where a switching term, an integral term and a compensating term can all be included to efficiently operate a DFIG-based WECS and deal with uncertainties, parametric mismatches and external disturbances and it is only the work which being validated by experimental system whereas the other works being only validate using simulation base. The control scheme will be used to ensure that the active-reactive power at the generator stator is regulated on a constant basis and to
maintain a continuous dc-link voltage at the back-to-back convertor.

The DFIG control includes controllers that function according to the rotor-side converter method (RSC) and the grid-side converter method (GSC). Hence, the active and reactive power controlled by RSC and DC-link voltage will be regulated by the GSC and also generate an independent reactive power that is injected into the grid [100].

3.5.1. Expressions of d and q Components at Stator and Rotor Sides to Calculate Power

\[
\begin{align*}
    v_{sd} &= R_s i_{sd} - \omega_s \varphi_{sd} + \frac{d\varphi_{sd}}{dt} \\
    v_{sq} &= R_s i_{sq} + \omega_s \varphi_{sq} + \frac{d\varphi_{sq}}{dt}
\end{align*}
\]

\[
\begin{align*}
    v_{rd} &= R_r i_{rd} - (\omega_s - \omega_r)\varphi_{rq} + \frac{d\varphi_{rd}}{dt} \\
    v_{rq} &= R_r i_{rq} + (\omega_s - \omega_r)\varphi_{sd} + \frac{d\varphi_{rq}}{dt}
\end{align*}
\]

(3.8a)

(3.8b)

where \(v_{sd}, v_{sq}, i_{sd}, \text{and } i_{sq}\) are the \(d-q\) components of the stator voltage and current, \(\varphi_{sd}\) and \(\varphi_{sq}\) are the \(d-q\) components of the stator flux, \(R_s\) is the stator resistance, \(v_{rd}, v_{rq}, i_{rd}\) and \(i_{rq}\) are the \(d-q\) components of the rotor voltage and current, \(\varphi_{rd}\) and \(\varphi_{rq}\) are the \(d-q\) components of the rotor flux, \(R_r\) is the rotor resistance, \(\omega_s\) is the synchronous angular speed, \(\omega_r\) is the rotational speed and the slip angular speed can be expressed as \((\omega_s - \omega_r)\).

The stator and rotor fluxes can be expressed using stator and rotor currents:

\[
\begin{align*}
    \varphi_{sd} &= L_s i_{sd} + L_m i_{rd} \\
    \varphi_{sq} &= L_s i_{sq} + L_m i_{rq} \\
    \varphi_{rd} &= L_r i_{rd} + L_m i_{sd} \\
    \varphi_{rq} &= L_r i_{rq} + L_m i_{sq}
\end{align*}
\]

(3.9a)

(3.9b)

where \(L_s, L_r\) and \(L_m\) are the stator and the rotor inductance.
In the stator flux orientation, because of the q-axis alignment of the stator voltage with the reference frame, we can obtain \[ \begin{align*}
v_{sd} &= 0 \\
v_{sq} &= V_s
\end{align*} \tag{3.10}
\]

The stator flux can then be expressed as:
\[ \begin{align*}
\varphi_{sd} &= \varphi_s \approx \frac{V_s}{\omega_s} \\
\varphi_{sq} &\approx 0
\end{align*} \tag{3.11}
\]

and the rotor current dynamics can be obtained by combining (3.8)– (3.11):
\[ \begin{align*}
\frac{di_{rd}}{dt} &= -ai_{rd} + s\omega_i i_{rq} + \frac{R_r b V_s}{\omega_s} + \frac{1}{\sigma L_r} v_{rd} \\
\frac{di_{rq}}{dt} &= -ai_{rq} - s\omega_i i_{rd} - bsV_s + \frac{1}{\sigma L_r} v_{rq}
\end{align*} \tag{3.12}
\]

where \( \sigma = 1 - \frac{L_m^2}{L_s L_r} \) is the leakage factor, \( s = \frac{\omega_s - \omega_i}{\omega_i} \) is the slip, \( a = \frac{R_r L_r^2 + R_s L_m^2}{\sigma L_r^2 L_s} \), and \( b = \frac{L_m}{\sigma L_s L_r} \). The power generated at the stator and rotor sides can be expressed as:
\[ \begin{align*}
P_s &= \frac{3}{2} (v_{sd} i_{sd} + v_{sq} i_{sq}) \\
Q_s &= \frac{3}{2} (v_{sq} i_{sd} - v_{sd} i_{sq}) \\
P_r &= \frac{3}{2} (v_{rd} i_{rd} + v_{rq} i_{rq}) \\
Q_r &= \frac{3}{2} (v_{rq} i_{rd} - v_{rd} i_{rq})
\end{align*} \tag{3.13.a, b}
\]

where \( P_s, Q_s, P_r, \) and \( Q_r \) are the stator and rotor active and reactive powers, respectively. The powers can be expressed by substituting (3.8)– (3.11) in (3.13):
\[ \begin{align*}
P_s &= \frac{3}{2} \frac{L_m}{L_s} V_s i_{rq} \\
Q_s &= \frac{3}{2} \frac{V_s \varphi_s}{L_s} - \frac{L_m}{L_s} V_s i_{rd}
\end{align*} \tag{3.14.a, b}
\[
\begin{align*}
P_r &= \frac{3}{2} \frac{L_m}{L_s} s V_s i_{qr} \\
Q_r &= \frac{3}{2} \frac{L_m}{L_s} s V_s i_{dr}
\end{align*}
\] (3.14.b)

From (3.14), the total powers can be obtained as:

\[
\begin{align*}
P_t &= P_i + P_r = \frac{3}{2} (s-1) \frac{L_m}{L_s} V_i i_q \\
Q_t &= Q_i + Q_r = \frac{3}{2} \left( \frac{V_s \phi_r}{L_s} + (s-1) \frac{L_m}{L_s} V_i i_d \right)
\end{align*}
\] (3.15)

where \( P_t \) and \( Q_t \) are the total active and reactive powers, respectively.

As can be seen in (3.15), the active and reactive powers can be controlled by the \((d-q)\) components of the rotor current, such as:

\[
\begin{bmatrix}
P_r \\
Q_r
\end{bmatrix} = \begin{bmatrix}
0 & \frac{3}{2} (s-1) \frac{L_m}{L_s} V_s \\
\frac{3}{2} (s-1) \frac{L_m}{L_s} V_s & 0
\end{bmatrix} \begin{bmatrix}
i_{dq} \\
i_{q}
\end{bmatrix} + \begin{bmatrix}
0 \\
\frac{V_s \phi_r}{L_s}
\end{bmatrix}
\] (3.16)

Therefore, tracking rotor currents will allow for the control of the total power, using (3.16).

3.5.2. DC-Link Modeling

The dc-link voltage dynamics can be expressed as:

\[
C \frac{dV_{dc}}{dt} = I_g - I_r
\] (3.17)

where \( C \) is the dc-link capacitor, \( I_g \) is the grid current and the grid, and \( I_r \) is the rotor of the DFIG.

From (3.10), the active and reactive power can be calculated at the inverter output, as shown below:

\[
P_g = \frac{3}{2} V_s^2 i_{sq} \] (3.18)

\[
Q_g = -\frac{3}{2} V_s^2 i_{sd} \] (3.19)

The active power of the grid inverter can be calculated, assuming ideal inverter, as:
\[ V_{dc} I_{g} = \frac{3}{2} V_i i_{qg} \]  

(3.20)

From (3.17) and (3.20), the dc-link voltage dynamics can be illustrated as:

\[ \frac{dV_{dc}}{dt} = \frac{3}{2} \frac{1}{C} \frac{V_i}{V_{dc}} i_{qg} - \frac{1}{C} I_r \]  

(3.21)

Meanwhile, the dynamics in (3.21) can be rearranged as:

\[ \frac{dV_{dc}}{dt} = \frac{1}{C} b_v i_{qg} + \frac{1}{C} \eta_v \]  

(3.22)

where \( b_v = \frac{3}{2} \frac{V_i}{V_{dc}} \) with \( V_{dc}^* \) is the dc-link voltage and uncertainties can be calculated as

\[ \eta_v = \Delta V_{dc} - I_r \]. Uncertainties occur due to variations between the actual voltage and the reference and the output current from the ac-dc converter [103].

3.5.3. Sliding Mode Control Design

3.5.3.1- Rotor-side Control

The control system is designed for active and reactive power by controlling the rotor currents \((i_{rq}, i_{rd})\). Therefore, to control the power, the rotor current should be regulated. The references of the rotor current can be tracked and obtained from (3.16), such as:

\[
\begin{bmatrix}
    i_{rd}^* \\
    i_{rq}^*
\end{bmatrix} =
\begin{bmatrix}
    0 & \frac{3}{2} (s-1) \frac{L_m}{L_s} V_i \\
    \frac{3}{2} (s-1) \frac{L_m}{L_s} V_i & 0
\end{bmatrix}
\begin{bmatrix}
    P^* \\
    Q^*
\end{bmatrix} - \begin{bmatrix}
    0 \\
    \frac{3}{2} \frac{V_s \phi_s}{L_s} - \frac{3}{2} (s-1) \frac{L_m}{L_s} V_i
\end{bmatrix}
\]  

(3.23)

where \( i_{rd}^* \) and \( i_{rq}^* \) are the references of the rotor current components \((d, q)\), and \( P^* \) and \( Q^* \) are the references for the active power and reactive power, respectively.

The system uncertainties have been added up to rotor current dynamics (3.12) in order to be used in the current control design, as follows:
\[
\begin{align*}
\frac{di_{rd}}{dt} &= -ai_{rd} + s \omega_s i_{rq} + \frac{R}{\omega_s} V_s + \frac{1}{\alpha L_r} v_{rd} + \frac{1}{\alpha L_r} \eta_d \\
\frac{di_{rq}}{dt} &= -ai_{rq} - s \omega_s i_{rd} - b s V_s + \frac{1}{\alpha L_r} v_{rq} + \frac{1}{\alpha L_r} \eta_q 
\end{align*}
\] (3.24)

where \(\eta_d\) and \(\eta_q\) are the uncertainties of the rotor current components \(d, q\), which are considered unknown. The uncertainties include parametric variations, unmodeled quantities, and any external disturbances.

Here, (3.24) has been used to track the error dynamics of the \(d\)-component of the rotor current:

\[
\dot{e}_d(t) = i^*_{rd} - i_{rd} = i^*_{rd} - \left( -ai_{rd} + s \omega_s i_{rq} + \frac{R}{\omega_s} V_s + \frac{1}{\alpha L_r} v_{rd} \right) \left( \frac{1}{\alpha L_r} \right) \eta_d
\] (3.25)

where \(e_d = i^*_{rd} - i_{rd}\) is the tracking error for the \(d\)-component of the rotor current. The SMC law for the \(d\)-component is given by:

\[
\begin{align*}
\begin{cases}
u_d(t) = -k_d \ sgn(e_d(t)) - x_d(t) \\
\dot{x}_d(t) = k_d e_d(t) + k_{d3} sgn(e_d(t))
\end{cases}
\end{align*}
\] (3.26)

From (3.25) and (3.26), the control input \(v^*_{rd}\) can be formulated as:

\[
\begin{align*}
\begin{cases}
v^*_{rd} = \alpha L_r \left( i^*_{rd} + ai_{rd} - s \omega_s i_{rq} - \frac{R}{\omega_s} V_s + k_d \ sgn(e_d(t)) + x_d(t) \right) \\
\dot{x}_d = k_d e_d(t) + k_{d3} sgn(e_d(t))
\end{cases}
\] (3.27)

The design of the SMC law (3.27) includes switching, compensating, and integral terms in order to overcome the issues of nonlinear dynamics and uncertainties in the system. It is only the work which being validated by experimental system whereas the other works...
being only validate using simulation base. At the same time, (3.24) has been used to track the error dynamics of the \(d\)-component of the rotor current:

\[
\dot{e}_q(t) = i_{rq}^* - i_{rq} \\
= i_{rq}^* - \left(-ai_{rq} - s\omega i_{rd} - bsV_s + \frac{1}{\sigma L_r} v_{rq}\right) - \frac{1}{\sigma L_r} \eta_q (3.28)
\]

where \(e_q = i_{rq}^* - i_{rq}\) is the tracking error of the rotor current component (q).

Similar to (3.26), the SMC law is proposed as:

\[
\begin{aligned}
    u_q(t) &= -k_{q1} \text{sgn}(e_q(t)) - x_q(t) \\
    \dot{x}_q(t) &= k_{q2} e_q(t) + k_{q3} \text{sgn}(e_q(t))
\end{aligned} (3.29)
\]

From (3.28) and (3.29), the control input \(v_{rq}^*\) can be expressed as:

\[
\begin{aligned}
    v_{rq}^* &= \sigma L_r \left( i_{rq}^* + ai_{rq} + s\omega i_{rd} + bsV_s + k_{q1} \text{sgn}(e_q(t)) + x_q \right) \\
    \dot{i}_q &= k_{q2} e_q + k_{q3} \text{sgn}(e_q) (3.30)
\end{aligned}
\]

3.5.3.2- Grid-side Control

The main purpose of using a grid-side controller is to maintain constant dc-link voltage which is not insensitive to the rotor power flow [104]. To achieve this objective, a sliding mode controller control strategy with a reference frame aligned with the stator voltage position is used. This allows independent control of the dc-link voltage and the reactive power between the converter and the grid.

The machine side needs a dc power supply. The required dc voltage is generated by using another source of voltage, which is connected to the stator terminals of the generator through an ac grid. In order to keep the dc link voltage constant, a PWM and capacitor are used to eliminate the ripples and maintain smooth dc voltage.
The dc-link voltage error is given by:

\[ \dot{e}_v = V^*_{dc} - V_{dc} \]

\[ = V^*_{dc} - \frac{1}{C} b_v i_{eq} - \frac{1}{C} \eta_v \]

\[ = u_v - \frac{1}{C} \eta_v \]  

(3.31)

where \( u_v \) is the new control input.

Similarly, in the generator control side, the proposed SMC (3.26) is used:

\[
\begin{align*}
    u_v(t) &= -k_{v1} \text{sgn}(e_v(t)) - x_v(t) \\
    \dot{x}_v(t) &= k_{v2} e_v(t) + k_{v3} \text{sgn}(e_v(t))
\end{align*}
\]

(3.32)

From (3.31) and (3.32), the control input \( i^*_{sq} \) is given by:

\[
\begin{align*}
    i^*_{sq} &= \frac{C}{b_v} \left( \dot{v}^*_{dc} + k_{v1} \text{sgn}(e_v) + x_v \right) \\
    x_v &= k_{v2} e_v + k_{v3} \text{sgn}(e_v)
\end{align*}
\]

(3.33)

The grid-side control system consists of the dc-link voltage controller (based on the SMC method) as the outer loop control, which provides the reference for the grid current controller as the inner-loop controller. The conventional vector control (VC) scheme is omitted in this section, as it does not contribute to this work. However, details can be found in [105].

The overall control scheme for active-reactive power at the rotor side and dc-link voltage at the back-to-back converter can be seen in Fig. 3.2.
3.5.3 Conclusion

In this chapter, a detailed wind turbine control system was presented. Two controllers were proposed to control the power generated by the DFIG on both sides (i.e., rotor and grid sides) using a sliding mode controller. The SMC scheme was also developed, where a switching strategy for the converter, an integral and a compensating terms were included to optimize the operation of the DFIG-based WECS and deals with uncertainties, parametric mismatches and external disturbances.
Chapter 4

Experimentation and Experiment Results

4.1 Hardware Components

The experimental system shown in Fig. 4.2 consists of a 4-pole three-phase wound-rotor induction machine, while Fig. 4.1 shows a schematic of the connected experiment setup to emulate WECS. Each phase of the stator winding is accessible via the connection module to allow wye or delta connections. The rotor is wye connected to four slip rings to give access to all windings, including neutral. The phases, in brief, are described as follows: 1) a four quadrant dynamometer-type of squirrel cage induction motor with an encoder feedback; 2) two back-to-back 6-pulse IGBT inverters, the switching frequency (here, 3kHz) for which should be chosen in such a way that the balance between switching losses and accuracy of the desired signals is achieved; and 3) a line inductor with a 2 kW variable power supply, an Opal RT data acquisition system OP8600, and a real-time digital simulator OP5600, which is a powerful tool for rapid control prototyping with a processor Intel Xeon Quad Core 2.4 GHz.
4.1: Schematic of the connected experiment setup to emulate WECS.

Figure 4.2: Experimental setup to emulate WECS.

4.1.2 Real-time Simulation Environment

Real-time simulation (RTS) technology can be defined as a computer model building from a real physical system that can be run in the computer at the same rate as
actual time [80]. Therefore, the RTS has brought many advantages to engineers, such as cost avoidance, increased quality, complete physical testing, reuse of simulator, more tests in the lab, early fault detection, increased productivity, and fewer onsite tests. Real-time system configurations can be classified into three application categories, as shown in Fig. (4.3) [106], [107].

i- Rapid control prototyping (RCP)

ii- Hardware-in-the-loop (HIL)

iii- Pure Simulation (PS)

Figure 4.3: Applications categories of real-time system configurations [106] [107].

In RCP applications, a real-time simulator is used to implement a controller for plant model and connect to a physical system via input and output of the simulator ports. This application category provides numerous advantages, including faster implementation, greater flexibility, and ease of debugging [82]. In contrast, HIL is used to test real controllers connected to a simulated plant model. The simulated plant model usually costs
less and is more stable than a real plant. In addition to the advantages mentioned above, HIL allows for model testing at reduced cost and without risk. In PS applications, a real-time simulator is used to implement both the controller model and a virtual plant model, as illustrated in Fig. (4.3) [106] [107].

4.1.3 RT-LAB™ Overview

The software used in this study is RT-LAB™ (Workbench) Version: v10.5.7.334. RT-LAB is a distributed real-time platform that enables engineers and researchers to run Simulink dynamic models in real-time with hardware-in-the-loop (HIL), at low cost with high accuracy and within a very short time. Its scalability allows the developer to add computing power where and when it is needed. It is flexible to complex simulation and control problems, whether a real-time HIL application or speeding up a model execution, control and test. The embedded device in a real-time system is given a predetermined amount of time (1, 5, or 20 min) to read input signals (e.g., sensors), to perform all necessary calculations (e.g., control algorithms), and to write all outputs (e.g., analog/digital outputs). The model is solved by fixed-step solvers within fixed intervals called step size, as shown in Fig. (4.4).

![Diagram](image-url)  

Figure 4.4: Proper choices for time step simulations [108].
As shown in Fig. (4.5), overrun occurs when a predetermined time step is too short and cannot perform the process of the simulation. To overcome overrun, the time step should be increased to omit this interference by the next interval. However, increasing the time step decreases the accuracy of the results [108].

Figure 4.5: Improper choice for time step simulation [108]

4.1.4. Hardware Details

The simulator utilized in this study is an OP5600 real-time digital simulator. This kind of simulator is used to demonstrate the real-time performance of the active and reactive power control of a DFIG-based wind energy conversion system. The OP5600 is built using the OP8660 HIL controller and data acquisition interface, which is designed to extend the capabilities of the OP5600 real-time digital simulator by providing multiple I/O channels specifically tailored for power electronics and power systems applications. The OP8660 simplifies the connectivity between a virtual environment (real-time simulator) and real experimental systems by providing a secure, robust and easy-to-use interface that is ideal for training and educational environments.
The RCP-EC2K kit contains a powerful real-time target computer-equipped 12 to 3.3 GHz processor cores running Red Hat Linux real-time operating and two user-programmable FPGA-based I/O management options, powered by the Xilinx Spartan-3 or more powerful Virtex-6 FPGA processor. Available expansion slots accommodate up to 8 signal conditioning and analog/digital converters modules with 16 or 32 channels each, for a total of fast 128 analogs or 256 discrete, or a mix of analog and digital signals [109]. It releases as a single target that can be networked into a multiple-target PC cluster or for complex applications capable of implementing large models with more than 3000 I/O channels and a time step below 25 micros. This also allows including HIL testing, as shown in Fig. (4.6). Complex power grids, micro-grids, wind farms, hybrid vehicles, electrical aircraft, electrical ships and power electronic systems can be simulated with a time step as low as 10 microseconds (or less than 250 nanoseconds for some subsystems) in order to increase accuracy. In addition, it offers versatile monitoring on the front panel through RJ45 to mini-BNC connectors [109]. The front and back views of the OP5600 real-time digital simulator are depicted in Fig. (4.7).
5.1.5. Model Building & Execution in RT-LAB™ for Real-Time Simulation

The RT-LAB™ is built from Simulink model which has a rapid controller prototyping (RCP) for real life simulation and control of a grid connected doubly fed induction generator (DFIG) based laboratory size wind turbine emulator for wind energy conversion system. To define models and corresponding parameters in the RT-LAB™, Simulink is used to accomplish that with real-time multi-processing system. DFIG based wind turbine (DFIG-WT) Simulink model is applied in RT-LAB™ setting by carrying out the following steps.

- Regrouping into subsystems
- Adding the OpComm block(s)
- Maximizing parallel execution and state variables
- Setting the real-time parameters

Two separated subsystems are used when applying the model to different target processors or nodes. They are as the following:

1. Console subsystem, which has to be identified by the prefix (SC_) by its name. This subsystem is carried out in the PC command station which
includes user interface blocks such as displays, scopes, and reference command.

2. Master subsystem, which also has to be identified by the prefix (SM_) by its name. This subsystem is performed in the CPU core processor of the OP5600 which contains all the computational elements of the model, the mathematical operations of the algorithms and the input-output blocks. RT-LAB™ OpComm as shown in figure 4.8 are used to communicate and synchronize between the two subsystems because they are applied to different targets or nodes.

![Diagram](image.png)

Figure 4.8: Subsystems of the model in RT-LAB.

The RT-LAB™ is used to open the Simulink model of the control system and then the real-time target (OP5600) is being compiled. After that, it is loaded automatically by RT-LAB™ into the CPU core of the OP5600 for the master subsystem. A real-time OP5600 digital simulator, contains analog and digital I/O signal modules, a multi-core...
processor and FPGA that runs RT-LAB™ real-time simulation platform. The OP8660, HIL Controller and Data Acquisition Interface, is a signal conditioning interface simplifies the connectivity between the virtual environment (the real-time simulator OP5600) and the real experimental system (Dynamometer, DFIG, power electronics inverters, grid, load) as shown in Figure 4.9

Finally, the subsystems of the model are simultaneously implemented in the CPU core of the OP5600. Furthermore, the wind energy conversion system in real time for the SC subsystem is run by the SM subsystem, and the command host-PC where the RT-LAB™ is used to manage all the communication, sequencing and the synchronization.

Figure 4.9: Execution of DFIG-based wind energy conversion system in real-time simulation.

4.2. Results and Discussion

Figure 4.10 illustrates the experimental DFIG-based WECS. As can be seen from the figure, this experiment consisted of a 2kW DFIG generator attached to a dynamometer that can be run at different speeds, so that a wind turbine, back-to-back converters, an inductive filter, and a three-phase power supply can be emulated to the grid. More details
about the properties of the elements can be found in Table I in the Appendix. Furthermore, a data acquisition interface (OP8660) was used to measure the voltages and currents. The Math-lab Simulink® was used to develop the SMC system, which then was run in the OPAL-RT real-time simulator (OP5600) via the software RT-LAB® [109].

Table II in the Appendix shows the parameters, which were kept constant throughout the experiment. In this control scheme, the proposed control system SMC was used to control the rotor currents \((i_{rd}, i_{rq})\) directly, while the powers \((P_t, Q_t)\) were controlled by the rotor currents indirectly through the reference model (3.23). Thus, only the results obtained for rotor currents were discussed, as they were the quantities most affected by the control system.

![DFIG experimental setup](image)

**Fig. 4.10: DFIG experimental setup**
4.2.1. Operation Under Constant Rotor Speed, Constant dc-link Voltage, and Variable Rotor Currents.

To start with, under a constant rotor speed (1800 rpm), which is a constant reference for the dc-link voltage and variable profiles for the $d$-$q$ components of the rotor current, the proposed SMC system for operating the DFIG-based WECS was tested. Figure 4.11a illustrates the currents’ responses that were determined in the experiment. It can be observed from these responses that the tracking was successfully achieved with good performance in terms of transient regime, overshoot, settling, and rise time. Moreover, as shown in Fig. 4.11b, it succeeded in regulating the dc-link voltage to be constant:

![Current ird](image1)

![Current irq](image2)

Fig. 4.11a: Rotor current $d$-$q$ responses
4.2.2. Operation Under Constant Rotor Speed, Variable dc-link Voltage, and Variable Rotor Currents

Two steps were carried out before the SMC voltage controller (3.33) was tested under variable voltage profile:

1- Both the rotor speed and currents were kept constant.

2- The voltage reference was increased and decreased at different step levels.

In Fig. 4.12a, we can see that rotor current regulation, despite variations in dc-link voltage, has followed the constant reference shown in Fig. 4.12b. Furthermore, it can also be observed that voltage tracking occurred with good performance in terms of transient regime, overshoot, settling, and rise time. However, in real applications, the dc-link voltage

Fig. 4.11b: dc-link voltage responses.
has to be maintained constantly. This experiment has shown that the proposed SMC system has the capability of operating under different voltage levels.

Fig. 4.12a: Rotor current d-q responses

Fig. 4.12b: dc-link voltage responses.
4.2.3. Operation Under Variable Rotor Speed, Constant dc-link Voltage, and Rotor Currents

For this part of the experiment, it can be seen in Fig. 6a that the rotor speed was varied with an up-down profile to enable emulation of wind turbine operation under variable wind speeds. This was carried out so that the quantities (dc-link voltage and $d$-$q$ rotor current) could be maintained at a constant, regardless of any variations in rotor speed. Furthermore, as can be seen in Figs. 4.13a and 4.13b, the objective was successfully realized with a good performance at the rotor speed transitions. Figure 4.14 shows the $d$-$q$ rotor current results that were taken from (3.11), where a conventional vector control scheme based on proportional-integral (PI) regulators was used. The $q$-current was affected by the rotor speed transition, as indicated by the appearance of picks at each transition, and thus was almost eliminated by the proposed SMC system. According to the obtained results, the proposed system was more advantageous over traditional methods.
Fig 4.13 a: Dc-link response to rotor speed profile changing

Fig 4.13b: Rotor current, $d$-$q$ response to rotor speed profile changing
4.2.4 Robustness to Parametric Mismatches

The values of the parameters in the control implementation were changed prior to verifying the robustness of the proposed SMC system to parametric mismatches. The changes were as follows:

1. 50% increase in rotor resistance ($R_r$)
2. 20% reduction in rotor inductance ($L_r$)
The objective for doing this was to keep all quantities (dc-link voltage and $d-q$ rotor current) constant even with variations in rotor speed and using parameters in the control implementation. Figure 4.15 indicates the results obtained for the voltage and d-q current tracking. As can be seen, the regulation was successfully achieved, regardless of the inaccuracies in the parameters of the control law. This verifies the robustness of the proposed SMC system.

Fig. 4.15a: Dc-link response to parametric mismatches and rotor speed profile changing
Fig. 4.15a: Rotor current $d$-$q$ response to parametric mismatches and rotor speed profile changing
Chapter 5

Conclusion, Future Work and contribution

A doubly-fed induction generator was introduced in this thesis and a comparison between the doubly-fed machine and other types of wind turbine generator systems with regards to efficiency and output quality was investigated. The equivalent circuits and mathematical models of stator flux-oriented ($a\beta$ and $dq\theta$) reference frames for the doubly-fed induction generator were illustrated to ascertain the machine’s operational behavior. Further, this thesis proposed using a sliding mode control scheme for power central and dc-link voltage regulation of a DFIG-based WECS for total power control. The power control was carried out by controlling the control of the currents at the rotor side, and maintaining the dc-link voltage constant. Under the condition of the stator voltage alignment, the representation of the rotor current state was conducted from the stator and rotor equations of the system. The results demonstrated good performance under various operating conditions as well as robustness to uncertainties, indicating that the proposed control strategy was experimentally validated.

Future work could involve designing new controllers for a stand-alone system using a DFIG-based wind energy conversion system with a storage method. Also, a new control algorithm could be developed to control the system for rural areas where grid extension is not economically viable. The main obstacles of stand-alone systems are how to control changing load voltage due to unbalanced load demand and frequency variation as the load varies. Therefore, the new controller would have to maintain a constant supply voltage and
frequency, regardless of variations in voltage, and would have to use the battery charging/discharging operation efficiently when required.

Contribution

› Advanced controllers using SMC approach are proposed and developed to control the power by controlling the rotor current and executed at the laboratory scale 2kW DFIG based wind turbine emulator

› The proposed control strategy has been experimentally validated and the results have shown good performance under different operating conditions and robustness to uncertainties

› Ensured this prototype can be used by graduate student/professional for research and innovation
Table I

Appendix

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DFIG machine</strong></td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>2 kW</td>
</tr>
<tr>
<td>Stator voltage</td>
<td>120 V</td>
</tr>
<tr>
<td>Rotor voltage</td>
<td>360 V</td>
</tr>
<tr>
<td>Stator current</td>
<td>10 A</td>
</tr>
<tr>
<td>Rotor current</td>
<td>3.3 A</td>
</tr>
<tr>
<td>Speed</td>
<td>1800 RPM</td>
</tr>
<tr>
<td>Pole pairs</td>
<td>2</td>
</tr>
<tr>
<td>$L_s$</td>
<td>0.0662</td>
</tr>
<tr>
<td>$L_r$</td>
<td>0.0662</td>
</tr>
<tr>
<td>$L_m$</td>
<td>0.0945</td>
</tr>
<tr>
<td><strong>Dynamometer machine</strong></td>
<td></td>
</tr>
<tr>
<td>Required voltage (3 phase)</td>
<td>208 V</td>
</tr>
<tr>
<td>Required current (3 phase)</td>
<td>12 A</td>
</tr>
<tr>
<td>Speed range</td>
<td>0–3600 RPM</td>
</tr>
<tr>
<td><strong>IGBT inverter</strong></td>
<td></td>
</tr>
<tr>
<td>DC-bus voltage</td>
<td>420 V</td>
</tr>
<tr>
<td>DC-bus current</td>
<td>10 A</td>
</tr>
<tr>
<td>Switching Frequency</td>
<td>0–20 kHz</td>
</tr>
<tr>
<td><strong>Grid side controller gains</strong></td>
<td></td>
</tr>
<tr>
<td>$K_p = 0.5, K_i = 7, Current regulator = 0.0001 A$</td>
<td></td>
</tr>
<tr>
<td><strong>Rotor side controller gains (for $i_{dr}$ and $i_{qr}$)</strong></td>
<td></td>
</tr>
<tr>
<td>$K_p = 4.5, K_i = 7.5$</td>
<td></td>
</tr>
</tbody>
</table>
Table II
Gains of the SMC Control Schemes

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SMC $d$-$q$ current controllers</strong></td>
<td></td>
</tr>
<tr>
<td>$k_1, k_2 k_3$</td>
<td>4.5, 4.5, 2.3</td>
</tr>
<tr>
<td><strong>SMC dc-link voltage controller</strong></td>
<td></td>
</tr>
<tr>
<td>$k_1, k_2 k_3$</td>
<td>0.3, 0.3, $10^{-4}$</td>
</tr>
</tbody>
</table>
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