Encoding methods for DNA languages
defined via the subword closure operation

By
Bo Cui

A thesis submitted to
Saint Mary's University, Halifax, Nova Scotia
in Partial Fulfillment of the Requirements for
the Degree of Master of Applied Science (in Computer Science)

May 2007, Halifax, Nova Scotia

Copyright Bo Cui, 2007
NOTICE:
The author has granted a non-exclusive license allowing Library and Archives Canada to reproduce, publish, archive, preserve, conserve, communicate to the public by telecommunication or on the Internet, loan, distribute and sell theses worldwide, for commercial or non-commercial purposes, in microform, paper, electronic and/or any other formats.

The author retains copyright ownership and moral rights in this thesis. Neither the thesis nor substantial extracts from it may be printed or otherwise reproduced without the author's permission.

In compliance with the Canadian Privacy Act some supporting forms may have been removed from this thesis.

While these forms may be included in the document page count, their removal does not represent any loss of content from the thesis.

AVIS:
L'auteur a accordé une licence non exclusive permettant à la Bibliothèque et Archives Canada de reproduire, publier, archiver, sauvegarder, conserver, transmettre au public par télécommunication ou par l'Internet, prêter, distribuer et vendre des thèses partout dans le monde, à des fins commerciales ou autres, sur support microforme, papier, électronique et/ou autres formats.

L'auteur conserve la propriété du droit d'auteur et des droits moraux qui protège cette thèse. Ni la thèse ni des extraits substantiels de celle-ci ne doivent être imprimés ou autrement reproduits sans son autorisation.

Conformément à la loi canadienne sur la protection de la vie privée, quelques formulaires secondaires ont été enlevés de cette thèse.

Bien que ces formulaires aient inclus dans la pagination, il n'y aura aucun contenu manquant.
Certification

Encoding methods for DNA languages defined via the subword closure operation

by

Bo Cui

A thesis submitted to Saint Mary's University, Halifax, Nova Scotia, in partial fulfillment of the requirements for the degree of Master of Science in Applied Science

August 24, 2007

Examing Committee:

Approved: Dr. Patricia Evans, External Examiner
Department of Computer Science, University of New Brunswick

Approved: Dr. Stavros Konstantinidis, Senior Supervisor
Department of Mathematics and Computing Science

Approved: Dr. Norma Linney, Supervisory Committee
Department of Mathematics and Computing Science

Approved: Dr. Genlou Sun, Supervisory Committee
Department of Biology

Approved: Dr. Sageev Oore, Program Co-ordinator Representative

Approved: Dr. Kevin Yessey, Dean of Graduate Studies

© Bo Cui 2007
Abstract

In DNA computing, information is encoded onto DNA sequences. The DNA codes in the form of single-stranded DNA sequences are not stable. This is because when two single-stranded DNA sequences, used to carry data, have complement parts on them, they naturally tend to stick to each other. This is due to the Watson-Crick complementarity property and causes the problem of undesirable bonds. Some properties and constraints have been proposed to prevent the problem, but most of them are local constraints which concentrate on a segment of a DNA word of a certain length. Therefore, if we concatenate some DNA words satisfying some local constraints, the resulting words might violate the same constraints. This makes encoding methods for DNA languages difficult to design. To solve this problem, we investigate some properties of the subword closure operation that is used for constructing DNA languages and propose practical encoding methods for such languages. We also implement our methods using advanced C++ tools for finite automata as well as design a web interface that allows users to obtain a DNA language in response to given values for certain parameters.
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Chapter 1

Introduction

1.1 The structure of DNA

DNA (deoxyribonucleic acid) is naturally a double helix structure. It consists of four distinct nucleotides \( a \) [adenine], \( c \) [cytosine], \( g \) [guanine], and \( t \) [thymine]. In this thesis, we will simply use the letters \( a \), \( c \), \( g \), and \( t \) to represent them. Many nucleotides line up to form a single-stranded DNA sequence. Due to the Watson-Crick complementarity property – \( a \) is the complement of \( t \) and \( c \) is the complement of \( g \)

\[
\begin{align*}
5' &- g g t c a t -3' \\
3' &- c c a g t a -5'
\end{align*}
\]

\[
\begin{align*}
5' &- g g t c a t \\
3' &- c c a g t a
\end{align*}
\]

Figure 1.1: The structure of DNA
two single-stranded DNA sequences form a double helix by the hydrogen bonding (the vertical bars in Figure 1.1) between complementary nucleotides on each of the two strands.

Each single-stranded DNA sequence is oriented. Figure 1.1 depicts that each single-stranded DNA sequence starts at a 5' end and ends at a 3' end. So, when reading the single-stranded DNA sequence that is underneath, we need to read it from right to left, for example, the one in Figure 1.1(1) is read as 5' - atgacc - 3'. If one single-stranded DNA sequence is of a sufficient length and contains two parts that are complementary, it can bend over to bind to itself. Also, in practice, it is not necessary for all the pairs on the two single-stranded DNA sequences to be complements. The following structure is possible:

\[
\begin{align*}
5' - &agc tgc \\
&| | | | \\
3' - &tcg atg -5'
\end{align*}
\]

Figure 1.2: A structure of DNA with a mismatch

1.2 The objective of this research

In DNA computing, we apply operations on physical DNA sequences to perform computations. The power of this kind of computation is that all the DNA operations work in parallel. However, there might be situations where some DNA operations will happen unexpectedly, for example, to form undesirable bonds between DNA
sequences. To avoid the undesirable bonds and improve the accuracy of the computational results, we have to follow some constraints. More details will be presented in the literature review chapter. Therefore, in order to apply DNA operations to solve computational problems, first of all, we have to design DNA sequences that satisfy important constraints and can be applied to encode data. In this thesis, we investigate methods for designing DNA sequences at the theoretical level. In other words, we investigate DNA languages that satisfy desirable constraints and can be used for encoding arbitrary data.

In this research, we investigate some general properties of the subword closure operation and cycles in automata. Therefore, even though this research is motivated from the DNA computing point of view, some of the methods are general for encoding data into languages that satisfy arbitrary local constraints and are defined via the subword closure operation.

An implementation using advanced C++ tools has been developed for producing desired DNA languages defined by the methods in this thesis.

1.3 The structure of the thesis

Explicit definitions and notations are given in Chapter 2. Some background information about theory of computation is also given in Chapter 2.

In Chapter 3, we briefly review the literature of DNA computing. We present some global constraints and local constraints that are usually considered in DNA language design. Also, we present some construction methods for DNA languages satisfying
different constraints.

In Chapter 4, we first present the general problem we want to solve, and then, propose a method, the $B$-block method, for solving the problem by using the subword closure operation. Moreover, we propose a method to calculate the density of $S^\otimes$, which is the language defined via the subword closure operation.

Because the method proposed in Chapter 4 is non-deterministic, in Chapter 5, we investigate the properties of $T^\otimes$, the automata that are used for producing languages satisfying desired local constraints, and propose a method for checking whether a $T^\otimes$ is able to produce a arbitrarily large set of code words. At last, an algorithm for the method is introduced.

In Chapter 6, we first propose some DNA language construction methods for some constraints that are related to DNA computing. And then, we focus on applying the methods in Chapter 4 to produce DNA words satisfying these constraints.

In Chapter 7, we describe the implementation of a web system that applies the methods in Chapter 4, 5, and 6. Users of the system are able to encode arbitrary data into DNA languages satisfying either some general constraints or the constraints related to DNA computing. In addition, a theorem in [28] is included in the web system to encode arbitrary data into DNA languages satisfying the DNA computing related constraints. Some tables are obtained in response to certain values of the parameters involved.

In Chapter 8, we summarize the important contents of this thesis and discuss directions for future research.
Chapter 2

Definitions, notations, and background information

2.1 Basic definitions and notations

An alphabet is a finite non-empty set of symbols. For instance, $A = \{a, b\}$ is an alphabet with two symbols, $a$ and $b$, and $N = \{0, 1, 2\}$ is another alphabet with three symbols, $0$, $1$, and $2$. A word over an alphabet is a finite sequence of symbols such that each symbol in the sequence is in the alphabet. For example, $abaab$ is a word over $A$, but $abac$ is not. The empty word is the word without any symbols. We denote the empty word by $e$. The length of a word $w$ is denoted by $|w|$, i.e., if $w = a_1 a_2 \cdots a_n$ with each $a_i$ being in the alphabet, then $|w| = n$. For example, $|aba| = 3$ and $|e| = 0$.

A language over an alphabet is a set of words over the alphabet. The set of all the words over $A$ is denoted by $A^*$, and the set of all the words over $A$ of length $k$ is
denoted by $A^k$.

The reversal of a word can be obtained by reading the word from right to left. We denote the reversal of a word $w$ by $w^R$. For example, the reversal of *english* is *hsilgne*.

*Hamming distance* is a measure of similarity between two words of equal length. The Hamming distance between two words, $x = a_1a_2a_3 \cdots a_l$ and $y = b_1b_2b_3 \cdots b_l$, denoted by $H(x, y)$, is the number of symbols where $a_i \neq b_i$, for $1 \leq i \leq l$. For example, the Hamming distance between *bread* and *brood* is $H(*bread*, *brood*) = 2$, because they are different at the third and fourth positions.

The *Hamming ball of a word* $w$ *with a Hamming distance* $d$ is denoted by $H_d(w)$. Given an alphabet, the Hamming ball of $w$ over the alphabet contains all the words such that the Hamming distance between any word in the Hamming ball and $w$ is less than or equal to $d$. For example, over alphabet $A = \{a, b\}$, $H_1(abab) = \{abab, bbab, aaab, abbb, abaa\}$, because the Hamming distance between any word in this set and *abab* is less than or equal to 1. Similarly, the Hamming ball of a set $A$ with a Hamming distance $d$ contains all the elements in each of the Hamming balls of the elements in $A$ with Hamming distance $d$, in symbols, $H_d(A) = \bigcup_{a \in A} H_d(a)$.

In mathematical terminology, a set is a collection of elements. The number of the elements can be finite or infinite. Therefore, a language is a set and a word is an element in a language. The cardinality of a set $A$, denoted by $|A|$, is the number of elements in $A$. If a word $w$ is in a language $L$, this is denoted by $w \in L$. Operator $\cap$ takes the common elements of two sets. The result set is called the *intersection* of
two sets. For example, the intersection of set \( A = \{a, b, c, d\} \) and set \( B = \{c, d, f\} \) is \( A \cap B = \{c, d\} \). If a set \( A \) is a subset of \( B \), in symbols, \( A \subseteq B \), each element in set \( A \) is also in set \( B \). For example, \( \{1, 2\} \subseteq \{1, 2, 4\} \). A pair, denoted by \( \{x, y\} \), is a set with two elements. For any \( x, y \), \( \{x, y\} = \{y, x\} \). An ordered pair, denoted by \( (x, y) \), means that, if \( x \neq y \), \( (x, y) \neq (y, x) \). The Cartesian product of two sets \( A \) and \( B \), denoted by \( A \times B \), is the set of all ordered pairs \( (a, b) \) with \( a \in A \) and \( b \in B \). For example, \( \{1, 2, 3\} \times \{a, b\} = \{(1, a), (1, b), (2, a), (2, b), (3, a), (3, b)\} \).

For a word \( w \) in the form of \( ps \), the word \( p \) is a prefix of \( w \); we denote the set of prefixes of \( w \) by \( \text{Pref}(w) \). Similarly, word \( s \) is a suffix of \( w \); we denote the set of suffixes of \( w \) by \( \text{Suff}(w) \). If we write \( w \) in the form of \( pqs \), \( q \) is a subword of \( w \); \( \text{Sub}(w) \) denotes the set of subwords of \( w \). In addition, we denote the set of prefixes of \( w \) of length \( k \) by \( \text{Pref}_k(w) \), i.e., for the words over alphabet \( A \), \( \text{Pref}_k(w) = A^k \cap \text{Pref}(w) \). The same notation is used for \( \text{Suff}_k(w) \) and \( \text{Sub}_k(w) \).

**Definition 1** Let \( S \) be a language containing only words of the same length \( k \), for some positive integer \( k \). The subword closure \( S^\otimes \) ( \( \otimes \) is pronounced as \( o \)-times) is the set

\[
\{ w \in \Sigma^* | |w| \geq k, \text{Sub}_k(w) \subseteq S \}.
\]

By definition, any subword of length \( k \) of a word in \( S^\otimes \) must be in the set \( S \). For example, given a set \( C = \{abc, bca, cab\} \), \( abcab \) is a word in \( C^\otimes \), but \( abcb \) is not, because the subword \( bcb \) is not in \( C \).

In [28], the authors define \( S^\oplus \) ( \( \oplus \) is pronounced as \( o \)-plus) as \( S^\oplus \triangleq S^\otimes \cap (\Sigma^k)^+ \), which is a restricted version of \( S^\otimes \). In addition to the definition of \( S^\otimes \), \( S^\oplus \) requires
that the length of any word in $S^\circ$ must be a multiple of the word length in $S$, so $S^\circ \subseteq S^\circ$.

DNA consists of 4 distinct bases. We consider these 4 DNA bases as 4 symbols. Therefore, the DNA alphabet, denoted by $\Sigma$, has 4 symbols, $a$, $c$, $g$, and $t$. As physical DNA sequences only consist of these 4 bases, we consider them as DNA words. For example, the physical DNA sequence 5'-agcagtt-3' is represented by the DNA word agcagtt, thereby, we can get the concept of DNA languages. They are depicted as sets of DNA words. Formally, for $\Sigma = \{a, c, g, t\}$, $\Sigma^*$ denotes the set of all DNA words, $\Sigma^+$ denotes the set of all non-empty DNA words, and $\Sigma^k$ denotes the set of all DNA words of length $k$.

Due to the Watson-Crick complementarity property where $a$ is the complement of $t$ and $c$ is the complement of $g$, we denote the complement of $a$ by $\tau(a)$, i.e., $\tau(a) = t$, $\tau(c) = g$, and vice versa. We can get the complement of a DNA word by switching each DNA symbol in the word to the complementary symbol and reversing the string. We denote the complement of a DNA word $w$ by $\tau(w)$. For example, the complement of the word $w = agcga$ is $\tau(w) = tagcga$. For a DNA word set $S$, $\tau(S)$ denotes the set in which each word is the reverse-complement of a word in $S$. The function $\tau$ is called the DNA involution.

\section{2.2 Theory of automata}

Theory of computation is a fundamental theory in computer science and is one of the oldest research areas in computer science. It can be applied to many computer
science research areas, especially, research areas about sequential language design and analysis such as natural language processing and DNA language design. In this thesis, because we want to address problems with the theory of automata, we need to present some background knowledge about this theory.

2.2.1 Finite automata

A deterministic finite automaton is a quintuple $M = (K, \Sigma, \delta, s, F)$, where $K$ is a finite set of states, $\Sigma$ is an alphabet, $s \in K$ is the initial state, $F \subseteq K$ is the set of final states, and $\delta$ is a set of rules. Each rule in $\delta$ is of the form $\delta(q_1, \sigma) \rightarrow q_2$, where $q_1$ and $q_2$ are two states in $K$, and $\sigma$ is a symbol in $\Sigma$. When the current state of $M$ is $q_1$, if it reads in symbol $\sigma$, it goes to state $q_2$. If an input word can lead an automaton to reach an accepting state, we say this automaton accepts the input word. For convenience, we depict an automaton with a state diagram. For example, Figure 2.1 depicts an automaton that accepts the language $(ab)^*$. (The initial state is preceded by the symbol $>$, and the final state(s) is indicated by double circles.)

In symbols, the above automaton is $M = (K, \Sigma, \delta, s, F)$, where $K = \{q_0, q_1, q_2\}$, $\Sigma = \{a, b\}$, $s = q_0$, $F = \{q_0\}$, $\delta = \{\delta(q_0, a) \rightarrow q_1, \delta(q_0, b) \rightarrow q_2, \delta(q_1, a) \rightarrow q_2, \delta(q_1, b) \rightarrow q_0, \delta(q_2, a) \rightarrow q_2, \delta(q_2, b) \rightarrow q_2\}$. For example, if the input word is $abab$, the automaton goes to states in the order of $q_1, q_0, q_1, q_0$. As $q_0$ is the accepting state, the automaton accepts this input words. If the input word is $aba$, the automaton stops at state $q_1$, so, $aba$ is not acceptable.
2.2.2 Trie

A trie, also called prefix tree, is a finite automaton in the form of a tree structure. It is used for storing strings over an alphabet. The idea of this string storage is that all strings sharing a common stem or prefix hang off a common node. For example, in Figure 2.2, words *are* and *ark* share the same stem *ar*. The data structure for representing a trie will be depicted explicitly in Chapter 7.

2.2.3 Pushdown automata

A pushdown automaton is a sextuple $M = (K, \Sigma, \Gamma, \Delta, s, F)$, where $K$ is a finite set of states, $\Sigma$ is an alphabet (the input symbols), $\Gamma$ is an alphabet (the stack symbols), $s \in K$ is the initial state, $F \subseteq K$ is the set of final states, and $\Delta$, the transition function, is a finite subset of $(K \times (\Sigma \cup \{e\} \times \Gamma^*)) \times (K \times \Gamma^*)$. In addition to a finite automaton, pushdown automata have a stack. Pushdown automata decide the next state not only based on the symbol just read but also the symbol at the top of the stack.
stack. They also operate the stack. The rules of pushdown automata are in the form of \(((p, a, \beta), (q, \gamma))\). If the current state is \(p\) and the symbol at the top of the stack is \(\beta\), a pushdown automaton may read \(a\) from the input word, replace \(\beta\) with \(\gamma\), and enter state \(q\). \(a, \beta, \) and \(\gamma\) could be the empty word \(e\). The rule \(((p, a, e), (q, \gamma))\) pushes \(\gamma\) (\(\gamma\) could be a word) to the top of the stack; the rule \(((p, a, \beta), (q, e))\) pops a symbol \(\beta\) from the top of the stack. If \(a = e\), a pushdown automaton does not read a symbol from the input word. A pushdown automaton accepts a word if and only if, after reading in all the symbols in the word, the pushdown automaton reaches a final state and the stack is empty.

**Example 1**

Let us design a pushdown automaton \(M_1\) to accept language \(L = a^n b^n\). For example, \(aaabbb \in L\), but \(aabb \notin L\), and \(abba \notin L\). \(M_1 = (K, \Sigma, \Gamma, \Delta, s, F)\), where \(K = \{s, f\}\), \(\Sigma = \{a, b\}\), \(\Gamma = \{a, b\}\), \(F = \{f\}\), \(\Delta\) contains the following rules:
1. \(((s, a, e), (s, a))\)

2. \(((s, a, a), (s, aa))\)

3. \(((s, b, a), (f, e))\)

4. \(((f, b, a), (f, e))\)

Usually, we use tables such as Table 2.1 to illustrate the procedure of the operations of pushdown automata. We illustrate the operations of \(M_1\) on input string \(aabb\) in Table 2.1.

<table>
<thead>
<tr>
<th>State</th>
<th>Unread Input</th>
<th>Stack</th>
<th>Rule used</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s)</td>
<td>(aabb)</td>
<td>(e)</td>
<td>-</td>
</tr>
<tr>
<td>(s)</td>
<td>(abb)</td>
<td>(a)</td>
<td>1</td>
</tr>
<tr>
<td>(s)</td>
<td>(bb)</td>
<td>(aa)</td>
<td>2</td>
</tr>
<tr>
<td>(f)</td>
<td>(b)</td>
<td>(a)</td>
<td>3</td>
</tr>
<tr>
<td>(f)</td>
<td>(e)</td>
<td>(e)</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2.1: The operations of \(M_1\) on \(aabb\)

### 2.2.4 Intersection of two automata

The intersection of two sets is the set of common words in the two sets. The language accepted by an automaton is the set of all words accepted by this automaton. Therefore, the intersection of two languages accepted by two finite automata should be accepted by a finite automaton that accepts exactly the words accepted by both
of the finite automata. If \( L = L_1 \cap L_2 \), \( M_1 \) accepts \( L_1 \), and \( M_2 \) accepts \( L_2 \), then the \textit{intersection automaton} \( M_i = M_1 \cap M_2 \) accepts \( L \). For \( M_1 = (K_1, \Sigma, \delta_1, s_1, F_1) \) and \( M_2 = (K_2, \Sigma, \delta_2, s_2, F_2) \), \( M_i \) is defined as follows:

\[
M_i = (K_1 \times K_2, \Sigma, \delta, (s_1, s_2), F_1 \times F_2)
\]

where \( \delta((p, q), a) = (\delta_1(p, a), \delta_2(q, a)) \).

Each state of \( M_i \) is a pair in \( K_1 \times K_2 \). The initial state of \( M_i \) is the pair \((s_1, s_2)\) such that \( s_1 \) is the initial state of \( M_1 \) and \( s_2 \) is the initial state of \( M_2 \). Since we want to accept a word if and only if it is accepted by both automata, the accepting states of \( M_i \) are pairs \((p, q)\) such that \( p \) is an accepting state of \( M_1 \) and \( q \) is an accepting state of \( M_2 \). Each state \((p, q)\) on an input symbol \( a \) goes to the state \((x, y)\) such that \( \delta_1(p, a) \rightarrow x \) and \( \delta_2(q, a) \rightarrow y \).

\textbf{Example 2}

Figure 2.3 shows the automata, \( M_1 \) and \( M_2 \), such that, over \( \Sigma = \{a, b\} \), \( M_1 \) accepts all the words with at least 1 \( a \) and \( M_2 \) accepts all the words with at least 1 \( b \).
The intersection of $M_1$ and $M_2$, $M_i$, accepts all words with at least 1 $a$ and at least 1 $b$. $M_i$ is depicted in Figure 2.4.
Chapter 3

Literature review

3.1 Adleman's insight

Figure 3.1: A directed graph. The Hamilton path: $0 \rightarrow 3 \rightarrow 1 \rightarrow 2 \rightarrow 4 \rightarrow 5$

In 1994, Adleman published his paper [1] on DNA computing which demonstrated the computational power of physical DNA sequences. He solved an instance of the directed Hamilton path problem [1, 2], which is an NP-complete problem. The goal of the directed Hamilton path problem is to find a path to go through a directed graph that starts and ends at specified nodes such that every node in the graph will
be visited once and only once.

As single stranded DNA sequences will automatically bind with the complementary single strands, Adleman used DNA sequences to represent the nodes and edges. The DNA sequences representing directed edges from node $x$ to node $y$ are designed to be able to connect the two nodes as $xy$. In the same way, the DNA sequences will bind to form longer DNA sequences to represent the paths through the graph. An example of nodes and edges is given as follows:

<table>
<thead>
<tr>
<th>nodes</th>
<th>node sequences</th>
<th>edges</th>
<th>edge sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5'-tactcatatggggtatagcgt-3'</td>
<td>0→1</td>
<td>3'-cccaatatgcgaggcgatggacc-5'</td>
</tr>
<tr>
<td>1</td>
<td>5'-ctccgcctgggcttagtta-3'</td>
<td>1→2</td>
<td>3'-cgaatcgaatctaggagaca-5'</td>
</tr>
<tr>
<td>2</td>
<td>5'-gatctcttggttctctgctt-3'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5'-ggtcacattactctctgctt-3'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5'-tatgggctagccgtccgggtt-3'</td>
<td>4→5</td>
<td>3'-gcccagcccaacgggaacatc-5'</td>
</tr>
<tr>
<td>5</td>
<td>5'-gcccttgtctctcgggttc-3'</td>
<td>0→3</td>
<td>3'-cccaatatgcgaggcgatgtgaa-5'</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3→1</td>
<td>3'-tgagagaacagaggcggacc-5'</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3→2</td>
<td>3'-tgagagaactctaggagact-5'</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2→4</td>
<td>3'-aaggtctgatccggctgcc-5'</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0→5</td>
<td>3'-cccaatatgcgagggaacatc-5'</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4→1</td>
<td>3'-gcccagcccaagaggccgacc-5'</td>
</tr>
</tbody>
</table>

Table 3.1: The DNA sequences representing the nodes and edges in graph 3.1.
Let us take the sequences representing node 0, node 1 and edge 0 → 1 for example:

![DNA Structure Diagram](image)

Figure 3.2: The DNA structure representing the path from node 0 to node 1.

from figure 3.2, we can see that the sequences representing node 0 and node 1 are concatenated by the sequence representing edge 0 → 1. The rest of the nodes and edges work the same way.

During the experiment, a lot of copies (approximately $3 \times 10^3$) of each sequence representing nodes and edges were put together. The binding reaction among those sequences performed simultaneously and generated all possible paths in the graph. If there is a solution to the directed Hamilton path problem, the sequence representing the solution path will be generated during the reaction.

Because the growth rate of the number of strands to encode the data will be exponential when the number of the nodes that need to be processed increase, we have to fix an upper bound to the dimension of the input in order to evaluate the "feasibility" of DNA algorithms: in [5], the authors assume that $10^{21}$ is the upper bound to the number of DNA strands that an algorithm can treat. So, as suggested
in [16], in molecular computing the exponential barrier is the weight barrier, because it is the weight that imposes a limit to the volume of a test-tube. Thus, Adleman’s experiment could theoretically be executed for a graph with up to 70 nodes, but, as shown in [16], if we have to execute the experiment for a graph with 200 nodes, we would need to manipulate DNA molecules for a weight heavier than that of the Earth.

3.2 Undesirable bonds

Adleman’s experiment is based on the assumption that there is no mismatch between two DNA sequences or within one DNA sequence. It means that if the edge sequence from 1 to 2 binds with the nodes 0 and 2, the resulting sequence representing the Hamilton path will be incorrect; or if the sequence representing node 2 bends over to form the second structure in Figure 1.1, there will be no available node 2 any more, so that the solution path cannot be generated. These mismatches are caused by undesirable bonds.

![Figure 3.3: The structures of undesirable bonds](image)
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Several types of undesirable bonds may form within the DNA sequences from the initial data. These undesirable bonds can violate the accuracy of the operations. Figure 3.3 depicts several situations with undesirable bonds. In this case, the vertical bars represent the undesirable bonds, and the horizontal lines (including the circulars) represent the DNA sequences.

Undesirable bonds are a major problem in DNA computing. The goal of DNA language design is to prevent the occurrence of undesirable bonds in any molecular operations. We will review the research area of DNA language design in the next section.

3.3 DNA-based algorithm design and DNA-based computer design

3.3.1 DNA-based algorithm design

Adleman's experiment provides researchers with a new possible approach to design algorithms, parallel algorithms, even though the reliability of this approach is not sufficient at the current time. Because the DNA-based algorithms can perform tasks simultaneously, they have potential for much stronger computational efficiency. With this idea the conventional algorithms can be optimized, or DNA-based algorithms can be implemented to some problems that are hard for conventional algorithms to solve. For instance, the DNA-based computation approach to compute Dijkstra's algorithm has been studied in [20]. A DNA-based algorithm for solving an NP-
complete problem (the shortest common superstring problem) has been proposed in [14]. A DNA-based algorithm for solving image recognition problems for pattern matching has been proposed in [42].

Since Adleman initiated the research area of DNA computing [1], the contribution raises the hope to tackle NP-complete problems. However, at the same time, other researchers argue that NP-complete problems may not be the most suitable for DNA computing. A better subject for DNA computing could be large-scale evaluation of parallel computation models [37].

3.3.2 DNA-based computer design

Since DNA sequences have computational ability, they can carry out computations to replace the silicon circuits. This is the principle of DNA-based computers. The author of [8] presents a theoretical proof that DNA computing can simulate a universal Turing machine [44], which is the mathematical abstraction of a sequential computer.

The importance of a DNA-based computer is that it can carry out computations simultaneously. With this feature, artificial intelligence features can be realized by DNA-based computer [15], since an important requirement for realizing artificial intelligence is that the external information must be delivered to all computer devices simultaneously. The procedures for multiple inputs with DNA computing are proposed in [12]. Since a DNA-based computer can realize artificial intelligence, researchers proposed DNA-based computers that involve artificial intelligence. For example, a problem solving method with DNA-typed Semantic Net is proposed in [41].
to apply DNA computing to artificial intelligence. The authors of [32] present an optimal trajectory planning method of mobile robots using DNA computing. Moreover, this method is especially effective on a DNA-based computer.

DNA-based computers have not been realized, but some fundamental functions of a DNA-based computer have been studied and realized. At the hardware level, the authors of [40] find that it is possible to use easily fabricated nanocells as logic devices by setting the internal molecular switch states after the topological molecular assembly is complete. They simulate some logic devices including an inverter, a NAND gate, an XOR gate and a 1-bit adder; the simulation of Boolean circuits by finite splicing is presented in [11]; a microreactor with 20 nodes has been designed by the authors of [36], and they also improve the programmability of DNA-based computers. At the logic and arithmetic operation level, the procedure for logic operations and their time complexity are proposed in [13]. The algorithm for adding numbers with DNA is proposed in [46].

### 3.4 Significance of DNA language design

As we have presented, undesirable bonds can violate the accuracy of DNA computations and operations. In order to improve the reliability of DNA-based computers and DNA-based algorithms, the first thing we have to do is to design DNA languages of high quality. Those are sets of DNA words that are unlikely to form undesirable bonds with each other by hybridization. In order to prevent the problem of undesirable bonds, we have to investigate what kinds of properties the DNA languages must
3.4.1 Code properties of DNA languages

Figure 3.4: A structure of DNA with a mismatch

Figure 3.4 depicts the hierarchy of the structures of the undesirable bonds, which have been defined and analyzed in [29, 27, 19, 25]. The variable $\theta$ denotes a general involution (which could be the DNA involution). An involution $\theta$ satisfies $\theta(\theta(a)) = a$ for all letters $a$. More specifically, languages that are $\theta$-$k$-codes, $\theta$-compliant, $\theta$-$s$-compliant and $\theta$-$p$-compliant have been studied in [25]; $\theta$-strictly-free ones have been studied in [19]; $\theta$-$3'$-overhang-free, $\theta$-$5'$-overhang-free and $\theta$-overhang-free ones have been studied in [29, 27]. Each property can prevent the corresponding structure of
undesirable bonds in the same box. For example, a language $L$ is a $\theta$-$k$-code if, for any two subwords $u$ and $v$ of $L$ of length $k$, that is $u, v \in \text{Sub}_k(L)$, we have that $u \neq \theta(v)$. Based on these properties, some programs for generating DNA languages satisfying such properties have been developed in [21, 31]. The $\theta$-s-compliant and $\theta$-p-compliant languages are also called hairpin-free languages, whose elementary properties have been studied in [30] as well.

The structures of undesirable bonds in Figure 3.4 are related, so that the properties for preventing these structures are related. For example, if a language is $\theta$-$3'$-overhang-free then it is also $\theta$-p-compliant. The relationship among these structures also has been studied in [29, 27, 19, 25].

The above properties ensure that certain undesirable bonds can not occur when we construct the DNA language. We call them static properties. In addition, we also need some other properties such as dynamic properties. They ensure that, after a permitted bio-operation is applied to the DNA sequences, the resulting sequences also satisfy the desirable properties. The authors of [26] have studied both static and dynamic properties. The dynamic properties will be discussed in the next section.

3.4.2 Properties for generating infinite sets of words

Because none of the $\theta$-compliance and $\theta$-subword compliance are closed under concatenation [22], the authors of [22, 19] investigate the properties under which an infinite set of DNA words can be generated from a finite “good” set of DNA words with the same “good” properties by concatenating the DNA words in the finite sets. They
give some necessary and sufficient propositions by which the generated infinite word sets are \( \theta(k, m_1, m_2) \)-subword compliant, \( \theta \)-compliant, and \( \theta \)-free. The authors of [23] study more conditions under which more kinds of words can preserve their properties when the words are concatenated. The more general sets of words, \( \theta-k \)-codes, are studied in [23].

There are two ways to generate infinite sets of words. The above method concatenates words to generate longer words. Another method that generates longer words is to use a splicing system. Splicing system is considered a computational model. Both the authors of [22, 19] consider the question that under certain kinds of properties, DNA words having good properties can keep them. That means that during or after computations, the DNA words still will not form undesirable bonds.

In [19], the authors propose an additional feature to the initial set of DNA words for preserving the good encoding properties during any computation. The authors give two propositions, which state that if the splicing base is strictly \( \theta \)-free then all the words generated by splicing will not violate the property of \( \theta \)-freedom.

In [22], the authors define a \( \theta \)-rule, which defines the properties of splicing base and splicing rules for a finite subset of \( \Sigma^+ \). With these definitions, the authors give some propositions which the infinite code sets can be generated from splicing bases under the splicing rules; the resulting code sets are strictly \( \theta \)-compliant, strictly \( \theta \)-free, and \( \theta(k, m_1, m_2) \)-subword compliant.
3.4.3 The bond-free property

Theoretically, the properties proposed in [29, 27, 19, 25] can prevent many cases of undesirable bonds; however in the real world, if the language we have constructed satisfies all the properties, the undesirable bonds can still occur. For example, the structure in Figure 3.5 can be formed.

\[
\begin{align*}
5' &- a g c t g c -3' \\
| & | | | | \\
3' &- t c g a t g -5'
\end{align*}
\]

Figure 3.5: A structure of DNA with a mismatch

In order to prevent the occurrence of this kind of situation, DNA languages have to satisfy more properties, such as the bond-free property. Before we present the bond-free property, let us consider the following situation. For the words of the same length, if we pick a DNA word, say \textit{aaatcc}, to be in a DNA language, due to the properties presented in Section 3.4.1, we can not have the word \textit{ggattt} in the same language. However, because of the possibility of the above structure, words, that are different from \textit{ggattt} at one position, such as \textit{tgattt} and \textit{gaattt}, can still stick to \textit{aaatcc} and form undesirable bonds. These words are in the Hamming ball, \(H_1(\textit{ggattt})\). So, it is easy to see that, in order to prevent the undesirable bonds among words, a DNA language \(L\) not only has to satisfy the properties in Section 3.4.1 but also the \((\tau, H_{d,k})\)-bond-free property [28]: for any two subwords \(u\) and \(v\) of \(L\) of length \(k\), that is \(u, v \in \text{Sub}_k(L)\), \(\tau(u) \notin H_d(v)\).
3.4.4 Global constraints for DNA languages design

In addition to the presented properties, we need some other constraints to help us better operate the DNA sequences, such as the GC-ratio constraint which ensures that all the DNA sequences can melt at the same temperature. We often consider the following two constraints for DNA languages design.

1. The GC-ratio constraint: the ratio of the number of occurrences of $g$ and $c$ bases in a DNA word over the length of the DNA word must lie in a certain range to ensure similar thermodynamic characteristics among DNA words.

2. The continuity constraint: The same base should not appear continuously; otherwise, a reaction will not be well controllable since the structure of DNA will become unstable. It is not clear from the literature how long a string of equal bases should be to violate this constraint. In our system implementation, we let this be a parameter that can be specified by the user.

These two constraints require each entire DNA word to have certain properties, no matter how long the DNA words are. The bond-free property has no requirement for the word length as well. In general, we call them global constraints. In the next section, we are going to present some constraints that focus on each segment of DNA words of certain fixed length.
3.5 Local constraints for DNA language design

In the literature, the proposed methods for designing DNA languages usually require that each word \( w \) of the DNA language is made of shorter words, that is, \( w = w_1w_2 \cdots w_n \), with each \( w_i \) being of some fixed length \( k \). When we design a DNA language, we first need to design a set \( S \), say, of these shorter words that satisfy some local constraints, and then construct the desired DNA language by combining the words in \( S \). We shall use two major operations for combining the words in \( S \): the concatenation closure, \( S^+ \), and the subword closure, \( S^\circ \). The following local constraints for \( S \) are often used in DNA word design:

1. The Hamming constraint with distance parameter \( d \) means that any two words \( w, x \) in \( S \) satisfy \( H(w, x) > d \).

2. The reverse-complement constraint with parameter \( d \) means that for all pairs of words \( w, x \) in \( S \) (where \( w \) may be the same as \( x \)), \( H(\tau(w), x) > d \). This constraint is also expressed using the equation \( \tau(S) \cap H_d(S) = \emptyset \).

3. The reverse constraint with parameter \( d \) means that for all pairs of words \( w, x \) in \( S \), \( H(w, x^R) > d \).

3.6 Construction methods

We have presented some properties and local constraints for DNA language design. We present some construction methods for DNA languages satisfying different properties and local constraints in this section.
3.6.1 Bounds and construction methods for reverse codes and reverse-complement codes

In [35], the authors define reverse codes to satisfy the Hamming constraint and the reverse constraint, and define reverse-complement codes to satisfy the Hamming constraint and the reverse-complement constraint. They denote the maximum sizes of reverse codes by $A^R(n, d)$, and denote the maximum sizes of reverse-complement codes by $A^{RC}(n, d)$, where $n$ is the length of the words in the codes. They present a close relationship between $A^R(n, d)$ and $A^{RC}(n, d)$:

$$A^{RC}(n, d) = A^R(n, d)$$ when $n$ is even, and

$$A^R(n, d + 1) \leq A^{RC}(n, d) \leq A^R(n, d - 1)$$ when $n$ is odd.

In the paper, the authors propose some lower and upper bounds on reverse codes and reverse-complement codes.

**Theorem 1** [35], For $n \geq 4$,

$$A^R_q(n, 3) \leq \frac{q^{[n/2]} \sum_{i=2}^{[n/2]} \binom{n/2}{i} (q - 1)^i}{2(1 + 4(q - 2) + (n - 4)(q - 1))},$$

where $q$ is the size of alphabet, in [35], $q \in \{2, 4\}$.

For a specific condition, $d = 1$, the authors of [35] give a construction method for reverse code that is optimal for even $n$, and close to optimal for odd $n$. The upper bounds for this kind of codes are as follows:

**Theorem 2** [35] ($d = 1$ Construction)

$$A^R_q(n, 2) = q^{n-1}/2$$ when $n$ is even and $a \in \{2, 4\}$, and

$$A^R_q(n, 2) \geq \frac{q^{n-1} - q^{[n/2]}}{2}$$ when $n$ is odd and $q \in \{2, 4\}$. 
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The construction method for reverse codes, where \( d = 1 \) and \( n \) is even, is as follows:

First partition the base case \((\Sigma^2)\) into four parts: \( S_1^2 = \{aa, cc, gg, tt\}, \ S_2^2 = \{ac, ca, gt, tg\}, \ S_3^2 = \{ag, ga, ct, tc\}, \ S_4^2 = \{at, ta, cg, gc\}\).

For the induction case, \( S_i^n \) contains all of the palindromes, which are words in the form of \( w = xx^R \).

\[
\begin{align*}
S_1^{n+2} &= S_1^n \cdot S_1^2 \cup S_2^n \cdot S_2^2 \cup S_3^n \cdot S_3^2 \cup S_4^n \cdot S_4^2, \\
S_2^{n+2} &= S_1^n \cdot S_2^2 \cup S_2^n \cdot S_3^2 \cup S_3^n \cdot S_4^2 \cup S_4^n \cdot S_1^2, \\
S_3^{n+2} &= S_1^n \cdot S_3^2 \cup S_2^n \cdot S_4^2 \cup S_3^n \cdot S_1^2 \cup S_4^n \cdot S_2^2, \\
S_4^{n+2} &= S_1^n \cdot S_4^2 \cup S_2^n \cdot S_1^2 \cup S_3^n \cdot S_2^2 \cup S_4^n \cdot S_3^2,
\end{align*}
\]

where \( A \cdot B = \{pwq \mid w \in A, pq \in B, |p| = |q| = 1\} \). By first removing these palindromes from each subset and then dropping half of the remaining words (either a word or its reversal), we can obtain four reverse codes with \( d = 1 \). If we complement the second half of each word, we can obtain four reverse-complement codes with \( d = 1 \).

In [35], the construction methods for reverse codes and reverse-complement codes for odd \( n \) are similar to the methods for even \( n \).

### 3.6.2 Template method

Because different experiments require different kinds of DNA languages, it seems impossible to design a DNA language that can be used as an all-purpose library of DNA words. The authors of [4] propose the template method that systematically generates a set of words of length \( k \). This method is a trade-off between the tightness of those constraints and the number of words, which means that the word sets generated by
the template method are not all the words satisfying one experimental requirement but satisfy several different experimental requirements.

In [4], the authors denote by \( \langle x \rangle \) the subword of \( x \) without a terminal symbol at either end. For example, \( \langle x \rangle = s_2s_3 \cdots s_{k-1} \), when \( x = s_1s_2s_3 \cdots s_k \). They denote by \( H_M(x, y) \) the minimum Hamming distance between \( x \) and the \( |y| - |x| + 1 \) subwords of length \( |x| \) in \( y \). They use \( ||x|| \) to denote the minimal number among \( H(x, x^R), H_M(x, \langle xx \rangle) \), and \( H_M(x, (x^Rx^R)) \).

They define a template as follows:

**Definition 2** [4], A template is a binary word of certain length \( k \). Each bit of the template indicates a possible symbol of the DNA alphabet. More specifically, 1 indicates either \( a \) or \( t \), and 0 indicates either \( c \) or \( g \).

The problem they want to solve is as follows:

**Problem 1** [4], Design a set \( S \) of DNA words of length \( k \) such that any word \( x \in S \) or its reverse complement mismatches in at least \( d \) positions from any other word \( y \in S \) \( (x \neq y) \) or the overlap region of two words, i.e. \( \langle yz \rangle (y, z \in S) \). Moreover, all words must share the same GC content.

Problem 1 can be decomposed into two subproblems:

1. Find a single template \( x \) satisfying \( ||x|| = d \),

2. Find an error-correcting binary code \( E \) of minimum distance \( d \).

The purpose for using an error-correcting code is to choose either \( a \) or \( t \) for the template position \( x_i = 1 \), and either \( c \) or \( g \) for position \( x_i = 0 \) \( (1 \leq i \leq k) \). The
DNA words can be derived as a product $S = \{x \cdot y \mid y \in E\}$ with the encoding rule, 

$\{11 \rightarrow a, 10 \rightarrow t, 01 \rightarrow g, \text{ and } 00 \rightarrow c\}$. 

The second subproblem has been studied in coding theory [34], and several kinds of codes can be used, so the authors concentrate on the first subproblem. Because searching good templates of length $k$ from $O(2^k)$ candidates is time consuming, the authors propose a upper bound for finding templates of $||x|| \geq d$, which is much less than $O(2^k)$. Therefore, it is feasible to use an exhaustive method to search good templates.

### 3.6.3 Stochastic local search algorithm for DNA word design

Stochastic search algorithms [10] have been used successfully to construct binary codes for more than 10 years. In order to extract the most effective general principle on the design of stochastic algorithms for DNA or RNA in the application of stochastic local search, the authors of [43] design a stochastic algorithm for generating DNA words. The authors use an empirical methodology based on run-time distribution [17] to analyze simple stochastic local search algorithm. They use their algorithm to design DNA words satisfying $GC$-ratio constraint, Hamming constraint and reverse-complement constraint. Their algorithm is able to find a word set whose size matches or exceeds the theoretical results of [35]. The algorithm has been proven to generate high-quality sets of DNA words that can satisfy various combinations of combinatorial constraints, but it is not accurate enough.
3.6.4 Methods for bond-free languages

The authors of [28] use the reverse-complement local constraint to construct bond-free languages:

**Theorem 3** [28] Let $S$ be a set of words of fixed length $k$, then each of the languages $S^\circ$ and $S^\oplus$ is $(\tau, H_{d,k})$-bond-free iff

$$\tau(S) \cap H_d(S) = \emptyset.$$ 

The DNA languages generated by the methods in the previous sections are not necessarily maximal. When a set $S$, $S \subseteq \Sigma^k$, is maximal satisfying $\tau(S) \cap H_d(S) = \emptyset$, then $S^\circ$ is a maximal bond-free language.

The significance of a maximal language lies in our ability to use words with the same length to represent more information than that of those non-maximal languages. In addition, the same properties that the non-maximal languages have can still be kept.

In [28], the authors also introduce some other methods that we can use in this thesis, such as

**Theorem 4** [28], Let $j$ and $q$ be positive integers and let $L$ be a subset of $\Sigma^{jq}\Sigma^*$. If $L$ is $(\tau, H_{d,k})$-bond-free, for some integer $t \geq 0$, then it is also $(\tau, H_{d,k})$-bond-free, where, $d=j(t+1)-1$ and $k=jq$.

For example, let $j=4$ and $q=5$ and let $L$ be a subset of $\Sigma^{20}\Sigma^*$. If $L$ is a $(\tau, H_{2,5})$-bond-free language, it is also a $(\tau, H_{11,20})$-bond-free language.
3.7 An experimental construction of DNA databases

The authors of [38] construct experimental large-scale DNA databases with associative search capability. The purpose of the experiment is to measure rates of various search errors, such as false positives from near-neighbor mismatches, partial matches, non-specific binding and false negatives from limit-of-detection problems. They generate a set of DNA words that satisfy some of the constraints introduced above and generate a set of testing data by connecting those DNA words to form longer data elements. However, those DNA words used in the experimental DNA database do not carry any information at all, because there is no efficient encoding method.
Chapter 4

The subword closure operation

Given a set $S$ of words of a fixed length $k$ representing some desired local constraints, the language $S^*$ is the set of words in which each segment of a word of length $k$ is in $S$ so that the desired local constraints can be preserved within the words in $S^*$. Because, in this thesis, we will design data encoding methods for DNA languages generated by the subword closure operation $\odot$, we will first investigate some general properties of languages generated by the subword closure operation in this chapter.

4.1 Background information

The properties of subword closure operation are described explicitly by the following two lemmas in [28].

**Lemma 1** [28]. Let $S$ be a language containing only words of the same length $k$, for some positive integer $k$. The following statements hold true.
1. \( S = \text{Sub}_k(S^\otimes). \)

2. Let \( S_1 \) be a language containing only words of the same length \( k \). Then \( S_1 \subseteq S \) iff \( S_1^\otimes \subseteq S^\otimes \). This implies that, if \( S_1 \neq S \) then \( S_1^\otimes \neq S^\otimes \).

3. If \( S = \text{Sub}_k(L) \), for some language \( L \), then \( L \subseteq S^\otimes \).

**Lemma 2** [28]. Let \( T \) be a trie accepting only words of the same length. There is a \( \text{DFA} \ T^\otimes \) of size \( O(|T|) \) accepting the language \( L(T)^\otimes \). Moreover, \( T^\otimes \) can be constructed from \( T \) in time \( O(|T|) \).

### 4.2 The general problem

In the need of encoding methods for a language \( S^\otimes \), where words in \( S \) are of a fixed length \( k \) and \( S \) represents a desired local constraint, we want to be able to encode arbitrary input words. However, it might not be practical to encode all the words in an input language directly into \( S^\otimes \). For example, if we use the English alphabet \( E \) as the input alphabet and want to encode all the English words into \( S^\otimes \), we must have more than \( |E^n| \) words in \( S^\otimes \), where \( n \) is the maximal length of English words that we will potentially use. Even though we probably will not use all of them, we still have to have all the words in \( S^\otimes \) for each of the possible combinations of the English symbols, such as the meaningless combination \( ttwss \). Since there is no limit for \( n \), the number of words in \( S^\otimes \) could be infinite. Therefore, the typical approach is that, when we want to encode a word \( z \in E^+ \) into \( S^\otimes \), we define blocks of length \( m \) of the input language \( E^+ \), for some \( m < n \), and encode each successive block of
length $m$ into a word in $S^\otimes$ and then concatenate the encoded words. In this way, we only have to pre-define and construct $|E^m|$ words in $S^\otimes$. On the other hand, for the convenience for decoding, we need to design the words in $S^\otimes$ to be of a fixed length $l$, for some $l > k$, because, when we decode words in $S^\otimes$, we cut the concatenated words into the pre-defined words that express each input block of length $m$. If the lengths of these pre-defined words are not equal, it is hard to know how to cut the concatenated words. The procedures for encoding and decoding are as follows:

**Encoding procedure:**

$$z = z_1z_2 \cdots z_z, \text{ with } |z_i| = m,$$

then encode $z_i \rightarrow w_i, w_i \in S^\otimes$ and $|w_i| = l$.

**Decoding procedure:**

$$w = w_1w_2 \cdots w_z, \text{ with } |w_i| = l,$$

then decode $w_i \rightarrow z_i$

But the problem is that, in general, the concatenation $w_1w_2 \cdots w_n$ is not in $S^\otimes$. (We will explain the problem explicitly in the following sections.) In this thesis, we propose a solution to this problem.

### 4.3 Generating $B$-blocks

As we have presented, if we concatenate two words in $S^\otimes$, the resulting word might not be in the same set $S^\otimes$.

**Example 3**
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Let $S_1 = \{aaa, aac, aag, aca, acc, acg, aga, agc, agg, caa, cac, gaa\}$.

Obviously, the words $aacg$ and $gaaa$ are in $S_1^o$. But, the concatenation of the two words $aacg gaaa$ is not in $S_1^o$, because not all the subwords of length 3 are in $S_1$, for example, the subword $cgg$ is not in $S_1$.

In order to encode data into $S^o$, with the procedure of the previous section, first of all, we need to solve this problem. The reason why the resulting word is not in $S^o$ is as follows: When we concatenate two words, $w_1$ and $w_2$, in $S^o$, and the length of words in $S$ is $k$, each subword $w_3$ of the resulting word of length $2k$, with $w_3 \in \text{Suff}_k(w_1)\text{Pref}_k(w_2)$, is an element of the concatenation of $S$ and $S$. By definition, $SS$ contains all the combinations of words in $S$ including all the words in $S^o$ of length $2k$. Therefore, $\text{Sub}_k(SS)$ contains all the words such as $w_3$. Some words in $SS$, however, are not in $S^o$. These words cause the problem presented above.

We propose the concept of a $B$-block, $B$, to solve this problem. Each word in $B$ is of a fixed length $l > k$ and belongs to $S^o$. Moreover, the concatenation of any two words in $B$ is still in the set $S^o$.

We need to define two new sets, $EN$ and $BE_u$. For each word $u$ in the set $S$, we denote by $BE_u$ the words $z$ of $S$ such that $uz$ is in $S^o$. $EN$ denotes a subset of $S$. Given a set $S$ in which the length of words is $k$, we pick any subset $EN$ of $S$ and define, for each $u \in EN$, the set $BE_u = \{z \in S | uz \in S^o\}$. And then, we can define the $B$-block in which all the words are of length $l$, $l \geq k$, as follows:

**Definition 3** A $B$-block is a set $B$ satisfying

$$B = S^o \cap BE_{\Sigma^{l-k}} \cap \Sigma^{l-k}EN$$

where $BE = \bigcup_{u \in EN} BE_u$.
Note that any two words in $B$ can be concatenated freely and the resulting word is ensured to be in $S^\otimes$. Indeed, any two words $w_1, w_2$ in $B$ can be written as $w_1 = v_1u_1$ with $u_1 \in EN$, and $w_2 = z_2y_2$ with $z_2 \in BE_u$, which implies that $v_1u_1z_2y_2$ is in $S^\otimes$.

We wish $B$ to be as large as possible. Note also that if $EN$ is large then $BE$ is small, and vice versa.

It is not necessary for $l$ to be greater than $2k$, so we can have the following structure.

![Diagram](Figure 4.1: The structure of a word $w, w \in B$ and $|w| \leq 2k$)

**Example 4**

We still use the same set, $S_1 = \{ \text{aaa, caa, gaa, aca, cca, gca, aga, cga, gga, aac, cac, aag} \}$. Table 4.1 shows, for each word $u$ in $S_1$, the words of $BE_u$, that is all $z$ in $S$ such that $uz$ is in $S^\otimes$. 
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<table>
<thead>
<tr>
<th>$u$</th>
<th>$BE_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$aaa$</td>
<td>{ $aaa$, $caa$, $gaa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$caa$</td>
<td>{ $aaa$, $caa$, $gaa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$gaa$</td>
<td>{ $aaa$, $caa$, $gaa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$aca$</td>
<td>{ $aaa$, $caa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$cca$</td>
<td>{ $aaa$, $caa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$gca$</td>
<td>{ $aaa$, $caa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$aga$</td>
<td>{ $aaa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$cga$</td>
<td>{ $aaa$, $aca$, $aga$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$gga$</td>
<td>{ $aaa$, $aca$, $aga$, $aac$, $aag$, $ cac$ }</td>
</tr>
<tr>
<td>$aac$</td>
<td>{ $aaa$, $aca$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$cac$</td>
<td>{ $aaa$, $aca$, $aac$, $aag$, $cac$ }</td>
</tr>
<tr>
<td>$aag$</td>
<td>{ $aaa$, $aac$, $aag$, $cac$ }</td>
</tr>
</tbody>
</table>

Table 4.1: word $u$ and corresponding $BE_u$
We choose a subset $EN$ of $S_1$, say $EN = \{aaa, aca, cac\}$. Then

$$BE = \bigcap_{u \in EN} BE_u$$

$$= BE_{aaa} \cap BE_{aca} \cap BE_{cac}$$

$$= \{aaa, caa, gaa, aca, aga, aac, aag, cac\} \cap \{aaa, caa, aca, aga, aac, \}$$

$$= \{aaa, aca, aac, aag\}$$

By definition of $B$-block, we ensure that any words beginning with words in $BE$ can be concatenated to any words ending with word in $EN$.

The definition of $B$-block contains the following requirements about its words:

1. Are of length $I$ and in $S^\circ$,
2. Begin with words in $BE$, and
3. End with words in $EN$.

We can generate $B$ satisfying the three requirements using a finite automaton. Figure 4.2 depicts the automaton for generating $B$ in the above example, where $l = 5$.

4.4 Calculating the density of $S^\circ$

Since $\otimes$ is a useful operation, it is nice to know some properties of this operation, such as the density of $S^\circ$. The density of $S^\circ$ is the function that returns the size of
Figure 4.2: Automaton for generating words in $B$ of length 5, where $B$ is defined via the set $S_1$ and $EN$ in Example 4

$S^\otimes \cap \Sigma^I$, for each $l \geq k$, where $k$ is the length of words in $S$. For example, given an encoding need, we need to know how many words we can generate so that we can cover the input set. In this section, we obtain an exact recursive formula for the density of $S^\otimes$.

In this section, we need some notations to describe some subsets of $S^\otimes$. We denote by $S^\otimes(l)$ the set in which all the words are in $S^\otimes$ and of certain fixed length $l$, i.e., $S^\otimes(l) = S^\otimes \cap \Sigma^l$. We denote by $S^\otimes_w(l)$ the set in which all the words are in $S^\otimes$ and of length $l$ and have suffix $w$, i.e., $S^\otimes_w(l) = S^\otimes(l) \cap \Sigma^*w$.

$T(l)$ denotes the number of words in $S^\otimes$ of length $l$, i.e., $T(l) = |S^\otimes \cap \Sigma^l|$. $T_w(l)$
denotes the number of words in $S^\otimes$ of length $l$ whose suffix is $w$, i.e., $T_w(l) = |S^\otimes \cap \Sigma' \cap \Sigma^*w|.$

We let $Q$ denote the set consisting of all the suffixes of length $k - 1$ of set $S$, i.e. $Q = \Sigma^{k-1} \cap \text{Suff}(S).$

Given a word $w \in S^\otimes$, by the definition of $S^\otimes$, we know that $\text{Sub}_k(w) \subseteq S.$ If we want to concatenate a symbol $s \in \Sigma$ to $w$, we have to check the suffix of $w$ of length $k - 1$ to make sure that the concatenation of this suffix and $s$ is in $S$. By checking the suffix of length $k - 1$ of $w$ of length $l$, we can know the number of words of length $l + 1$ that are generated by concatenating symbols to $w$ and whose suffix of length $k$ are in the set $S$. This procedure is independent of the entire word, as it only depends on the suffix of words of length $k - 1$. Therefore, we can apply this method recursively to generate words of desired length or of desired amount.

Example 5

Let $S_1 = \{aaa, caa, gaa, aca, cca, gca, aga, cga, gga, aac, cac, aag\}$, so that we obtain $Q_1 = \{aa, ca, ga, ac, ag\}.$ Given a word, $caaa$ in $S_1^\otimes$, $\text{Suff}_2(caaa) = aa$, because $aaa, aac,$ and $aag$ are in $S_1$, we can concatenate $a, c,$ and $g$ to $caaa$ to form $caaaa, caaac,$ and $caaag.$ The generated words are in $S_1^\otimes$.

Since for any word $w$ in $S^\otimes$, $\text{Suff}_k(w) \subseteq S, \text{Suff}_{k-1}(w) \subseteq Q$ holds, we can classify the words in $S^\otimes$ of certain length with the suffix of length $k - 1$. For instance, when $l = 4$, we can partition the set $S_1^\otimes(4) = \{aaaa, aaac, aaag, caaa, caac, caag, gaaa, gaac, gaag, acaa, acac, agaa, aaca, aaga, caca\}$ into $S_1^\otimes(4) = \{aaaa, caaa, gaaa, agaa,$ $aca, caca\} \cup \{aaca, coco\} \cup \{aaga\} \cup \{aaac, acac, gaac, acac\} \cup \{aaag, caag, gaag\}.$
i.e., \( S_1^\otimes(4) = S_{1,aa}^\otimes(4) \cup S_{1,ca}^\otimes(4) \cup S_{1,ga}^\otimes(4) \cup S_{1,ac}^\otimes(4) \cup S_{1,ag}^\otimes(4) \). Also the cardinality of \( S_1^\otimes(4) \) equals to the summation of \( T_v(4) \), \( v \in Q \), i.e., \( T(4) = T_{aa}(4) + T_{ca}(4) + T_{ga}(4) + T_{ac}(4) + T_{ag}(4) \).

![Figure 4.3: The end part of a word in \( S^\otimes \)](image)

For each word in \( S^\otimes \), its structure must be in the form of \( \Sigma^*bv_\Sigma \), where \( b \in \Sigma, bv_\Sigma \in Q \) (Figure 4.3). If we want to concatenate another symbol \( s \) to the end of this word, \( bv_\Sigma s \) must be an element of \( S \) so that \( v_\Sigma s \) must be in \( Q \). Therefore, words whose suffix of length \( k - 1 \) is \( bv_\Sigma \) can yield words whose suffix of length \( k \) are \( bv_\Sigma s \in S \). We define a set \( \Sigma_{v_\Sigma} = \{ b \in \Sigma | bv_\Sigma s \in S \} \). Then, the following holds:

\[
S_{v_\Sigma}^\otimes(l) = \bigcup_{b \in \Sigma_{v_\Sigma}} S_{bv_\Sigma}^\otimes(l - 1)s, \text{ and}
\]

\[
T_{v_\Sigma}(l) = \sum_{b \in \Sigma_{v_\Sigma}} T_{bv_\Sigma}(l - 1).
\]

By the definitions in this section:

\[
S^\otimes(l) = \bigcup_{v \in Q} S_v^\otimes(l), \text{ and}
\]

\[
T(l) = \sum_{v \in Q} T_v(l),
\]

given a set \( S \) in which the word length is \( k \) and a length \( l, l \geq k \), we can calculate the cardinality of \( S^\otimes(l) \) recursively.
Example 6

Let $S_1 = \{aaa, caa, gaa, aca, cca, gca, aga, cga, gga, aac, cac, aag\}$. For instance, if we want to calculate $T_{aa}(l)$, we first need to find to the set $\Sigma_{aa}$. By definition of $\Sigma_{v_2s}$, because $v_2s = aa$, we can find symbols $b$ such that $bv_2 \in Q$ and $bv_2s \in S$. Because $aaa, caa, gaa \in S_1$ and $aa, ca, ga \in Q_1$, then $\Sigma_{aa} = \{a, c, g\}$. Therefore $S_{1,aa}(l) = S_{1,aa}(l-1) \cup S_{1,ca}(l-1) \cup S_{1,ga}(l-1)$ and $T_{aa}(l) = T_{aa}(l-1) + T_{ca}(l-1) + T_{ga}(l-1)$. With the same method, $T_{ca}(l) = T_{ac}(l-1)$; $T_{ga}(l) = T_{ag}(l-1)$; $T_{ac}(l) = T_{ca}(l-1) + T_{aa}(l-1)$; $T_{ag}(l) = T_{aa}(l-1)$.

\[
\begin{align*}
  l = 3: & \quad T_{aa}(3) = 3, \quad T_{ca}(3) = 3, \quad T_{ga}(3) = 3, \quad T_{ac}(3) = 2, \quad T_{ag}(3) = 1 \\
  l = 4: & \quad T_{aa}(4) = 9, \quad T_{ca}(4) = 2, \quad T_{ga}(4) = 1, \quad T_{ac}(4) = 6, \quad T_{ag}(4) = 3 \\
  l = 5: & \quad T_{aa}(5) = 12, \quad T_{ca}(5) = 6, \quad T_{ga}(5) = 3, \quad T_{ac}(5) = 11, \quad T_{ag}(5) = 9
\end{align*}
\]

, the size of $S_1^\circ(5)$ is $T(5) = 41$.

In this thesis, we are concerned more with $B$, which is a subset of $S^\circ$. We want to apply the recursive formula to calculate the size of $B$. However, because $B$ is not only defined via $S$ but also $EN$, we find that, if we randomly pick a subset of $S$ as $EN$, it is difficult to calculate the size of $B$. The reason is as follows: we take the sets in Example 4 and the resulting formulas in Example 6 for example, where $BE = \{aaa, aca, aac, aag\}$ and $EN = \{aaa, aca, cac\}$. We can have $T_{aa}(3) = 1, T_{ca}(3) = 1, T_{ga}(3) = 0, T_{ac}(3) = 1$, and $T_{ag}(3) = 1$, and then apply the recursive formulas to calculate the size of $B$ of a length $l$. We can use the same recursive formulas, because they are fixed for a particular set $S$ and they are independent of $EN$. However, we have a problem in the last iteration. When we calculate $T_{aa}(l)$, we
only know how many words end with suffix \textit{aa}. but, this information is not enough, because there two kinds of words that end with \textit{aa}: words that end with \textit{aaa} and words that end with \textit{gaa} or \textit{caa}, and we only want words that end with \textit{aaa} to be in \textit{B}. Therefore, we have to distinguish the two kinds of words from each other. It seems it is difficult to do so. Fortunately, if we choose \textit{EN} with the guidelines in Section 6.4, we not only can calculate the size of \textit{B} but also can have a larger set of \textit{B}, which is what we wish to have.
Chapter 5

Investigating communicating cycles in automata

In Chapter 4, the method for producing the set of blocks $B$ is non-deterministic. After obtaining a deterministic automaton for $B$, we do not know if the size of $B$ is large enough to encode words in a data set. In this chapter, we propose a method for investigating if a given deterministic automaton can produce an arbitrarily large $B$.

5.1 Definitions

A deterministic automaton has a finite set of states $K$ and an alphabet $\Sigma$. A path in a deterministic automaton is denoted as $[p_1, v_1, p_2, v_2, \ldots, p_n, v_n, p_{n+1}]$, where $p_i$ is a state in $K$ and $v_i$ is a word that consist of symbols in $\Sigma$. In deterministic automata, a path denoted by $[p_1, v, p_2]$ is unique. If in the above path $p_{n+1} = p_1$, the path is called a cycle. If in a cycle every state is unique, this path is call a simple cycle. For example,
path \([p_1, x_1, p_1, x_2, p_1]\) is a cycle, but it is not a simple cycle. Two cycles \([p_1, v_1, p_1]\) and \([p_2, v_2, p_2]\) are equivalent if they can be written in the form \([p_1, w_1, p_2, w_2, p_1]\) and \([p_2, w_2, p_1, w_1, p_2]\) respectively.

If a deterministic automaton has two non-equivalent simple cycles \([p_1, w_1, p_1]\) and \([p_2, w_2, p_2]\) and a path \([p_1, u_1, p_2]\), these two cycles are called a pair of communicating cycles. Moreover, if there is no path such as \([p_2, u_2, p_1]\), the two cycles are called a pair of 1-way communicating cycles; if there exists a path \([p_2, u_2, p_1]\), the two cycles are called a pair of 2-way communicating cycles. For example, in Figure 5.1, cycles \([p_1, v_1, p_1]\) and \([p_2, v_2, p_2]\) are a pair of 2-way communicating cycles; cycles \([p_2, v_2, p_2]\) and \([p_3, v_3, p_3]\) are a pair of 1-way communicating cycles.

![Diagram of communicating cycles](image)

**Figure 5.1: Communicating cycles**
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5.2 Cycle-intersection nodes

From Chapter 4, we know that $B$ is a subset of $S^\circ$ with a fixed word length. Let us consider the following theorem.

**Theorem 5** [7] If the automaton $T^\circ$ has a pair of 2-way communicating cycles then the set $B$ of a certain length can be chosen to be arbitrarily large, where $T$ is a trie and accepts a set of words of a fixed length and satisfying a desired constraint.

The problems we are going to investigate are the following: 1) given an automaton $T^\circ$, how can we know whether the automaton has a pair of 2-way communicating cycles? 2) if an automaton $T^\circ$ has a pair of 1-way communicating cycles or no communicating cycles at all, can we produce a $B$ of a fixed length with an arbitrarily large size?

We propose a method for finding pairs of 2-way communicating cycles in a deterministic automaton as follows:

First, we define cycle-intersection nodes as follows:

**Definition 4** A cycle-intersection node is a node such that there are at least two non-equivalent simple cycles starting at the node.

For example, in Figure 5.2, nodes $p_1$, $p_2$, and $p_4$ are cycle-intersection nodes; $p_3$ and $p_5$ are not. This is because, for instance, there are two non-equivalent simple cycles starting at $p_1$, $[p_1, v_1, p_2, v_2, p_3, v_3, p_4, v_6, p_1]$ and $[p_1, v_1, p_2, v_5, p_5, v_4, p_4, v_6, p_1]$. Therefore, $p_1$ is a cycle-intersection node.
Figure 5.2: A deterministic automaton that has cycle-intersection nodes

Then, we can use the following theorem to check if a deterministic automaton contains a pair of 2-way communicating cycles.

**Theorem 6** A deterministic automaton contains a pair of 2-way communicating cycles, if and only if it has at least one cycle-intersection node.

**Proof:**

The if part follows easily from the definition of the cycle-intersection node.

For the only if part, consider a pair of 2-way communicating cycles \([P, w, P]\) and \([Q, x, Q]\). There are two cases.

Case 1: The two cycles have no common state. Let \([P, u, Q, v, P]\) be a shortest cycle from \(P\) to \(P\) that passes via \(Q\). If this cycle is simple then \(P\) is a cycle-intersection node. (as \(Q\) is not in \([P, w, P]\)). If the cycle is not simple there is a state \(R\) such that the cycle is of the form

\([P, u_1, R, u_2, Q, v_1, R, v_2, P]\).
We choose \( R \) to be the first state from left to right with this property. Then 
\[
[P, u_1, R, v_2, P]
\]
is a simple cycle. Let \([R, z_1, Q, z_2, R]\) be a simple cycle involving \( R \) and \( Q \) - this exists as \([R, v_2, Q, v_1, R]\) is a cycle involving \( R \) and \( Q \). Then \( R \) is a cycle-intersection node.

Case 2: The two cycles have at least one common state. Let \( R \) be such a state. Then 
\[
[P, w, P]
\]
can be written as \([P, w_1, R, w_2, P]\) and \([Q, x, Q]\) as \([Q, x_1, R, x_2, Q]\). Also, these cycles are equivalent, respectively, to \([R, w_2, P, w_1, R]\) and \([R, x_2, Q, x_1, R]\). Then \( R \) is a cycle-intersection node. □

We will provide an algorithm for checking if a deterministic automaton has at least one cycle-intersection node in Section 5.3 with the time complexity analysis.

The next problem we want to consider is that, if a deterministic automaton does not contain any pair of 2-way communicating cycles, whether we can produce an arbitrarily large \( B \). We conjecture that the following statement is true, but the proof is incomplete at this point.

**Statement 1** The set \( B \) of a certain length can be chosen to be arbitrarily large, if and only if the automaton \( T^\circ \) has a pair of 2-way communicating cycles, where \( T \) is the trie accepting the set of words \( S \) representing a desired constraint.

If a \( T^\circ \) contains a pair of 2-way communicating cycles and the cycle-intersection node \( P \) of these two cycles is an accepting state, the following lemma ensures that we can produce an arbitrarily large \( B \).

**Lemma 3** Let \( A \) be a deterministic automaton and \( n \) be a positive integer. If \( A \) has a pair of 2-way communicating cycles in the form of \([P_1, v, P_1]\) and \([P_1, u, P_1]\), then
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from the state $P_1$ to $P_1$, $n$ words that are of the same length and pairwise different can be produced.

**Proof:**

Follows easily from the following lemma. □

**Lemma 4** [7], Let $A$ be a deterministic automaton and $n$ be a positive integer. If $A$ has a pair of communicating cycles, then these cycles can be chosen to have the form $[P_1, v_1, P_1]$ and $[P_2, v_2, P_2]$, and satisfy the following property: There are $n$ paths in $A$ of the form

$$[P_1, v_1^{i}, P_2, v_2^{i}, P_2],$$

for $i = 0, \cdots, n-1$, such that the $n$ words formed along these paths have the same length and are pairwise different.

Indeed, the words produced by Lemma 3 from $T^\circ$ are in $B$, since they are recognized by $T^\circ$ and of the same length. Moreover, the concatenation of any two resulting words, $w_1$ and $w_2$, is in the form of $[P, w_1, P, w_2, P]$ where $w_1$ and $w_2$ start at the cycle-intersection node $P$ and $P$ is an accepting state. As a result, this concatenation will also be recognized by $T^\circ$.

### 5.3 An algorithm for checking cycle-intersection nodes and the time complexity analysis

In this section, we provide an algorithm for checking if there is at least one cycle-intersection node in a given deterministic automaton. The correctness of the algo-
Lemma 5 If a deterministic automaton has two different simple paths that start at the same state, then there is an edge that occurs in one of these paths but not in the other.

Proof:
Let \( P = [p_0, a_1, p_1, \ldots, a_k, p_k] \) and \( P' = [p'_0, a'_1, p'_1, \ldots, a'_l, p'_l] \) be two different simple paths with \( p_0 = p'_0 \). As the paths are simple, each edge \([p_{i-1}, a_i, p_i]\) of \( P \) is unique, and similarly for \( P' \). If \( k \neq l \) then one of the paths is longer and the statement is true.

So assume that \( k = l \), but suppose that the two paths consist of the same edges. Let \( i \) be the first index with \([p_{i-1}, a_i, p_i] \neq [p'_{i-1}, a'_i, p'_i]\). The edge \([p'_{i-1}, a'_i, p'_i]\) must appear as \([p_{j-1}, a_j, p_j]\) in \( P \), for some index \( j > i \). Then the two paths can be written as

\[
P = [p_0, x, p_{i-1}, a_i, p_i, \ldots, p_{j-1}, a_j, p_j, y, p_k]
\]

and

\[
P' = [p'_0, x', p'_{i-1}, a'_i, p'_i, y', p'_k],
\]

such that \( x = x' \) and \( p_{i-1} = p'_{i-1} \) — otherwise, \( i > 1 \) and \([p_{i-2}, a_{i-1}, p_{i-1}] \neq [p'_{i-2}, a'_{i-1}, p'_{i-1}]\].

But then \( p_{i-1} = p'_{j-1} \), which contradicts the fact that \( P \) is simple. □

The algorithm is as follows:

**Input:** a deterministic automaton \( A \).

**Output:** Yes, if there is at least one cycle-intersection node; No, there is no cycle-intersection node.

**for** each node \( n \) in the automaton **do**

- make a copy of \( A \) and call it \( A' \)
- add a new node \( n' \) to \( A' \) and re-direct all the incoming labels of \( n \) to \( n' \) in \( A' \)
apply a search algorithm (e.g. breadth-first or depth-first) to find a path from $n$ to $n'$

if there is no such a path

there is no cycle containing $n$

continue

for each edge $e_i$ in the resulting path do

make a copy of $A'$ and call it $A'_i$

remove $e_i$ from $A'_i$ and apply the search algorithm to find a path from $n$ to $n'$

if there is a path from $n$ to $n'$

$n$ is a cycle-intersection node

return Yes

return No

We provide a time complexity analysis of the above algorithm based on the Breadth-first search algorithm. The time complexity of the Breadth-first search algorithm is $O(N+E)$ [6], where $N$ is the number of nodes in the deterministic automaton and $E$ is the number of edges in the automaton. However, the time complexity of the algorithm, in our case, is $O(E)$, since the automaton in this research will always be connected.

In the algorithm, we check to see if there is at least a cycle-intersection node. We have to check all the nodes in a deterministic automaton. For each node $n$ in the automaton, we first try to find a path going from node $n$ to node $n'$. The length of this
path is no greater than $N$, since this path should be a simple path. If there is such a path, we temporarily remove each edge $e_i$ from the automaton in a for-loop, and then, apply Breadth-first search again to find another path going from node $n$ to node $n'$. Therefore, the time complexity of the algorithm is $O(N(E + NE)) = O(N^2E)$. 
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Chapter 6

Construction methods for DNA languages with local constraints

Theory of automata is a powerful tool for sequential language design. In the literature review section, we reviewed some theoretical designs and construction methods for DNA languages. There are many valuable methods and ideas. However, few of them address problems using the theory of automata. In this chapter, we will address problems using the theory of automata and demonstrate the significance of theory of automata in DNA language designs and constructions. We will propose some methods for constructing DNA languages that can be used for encoding purposes.

Using the subword closure operation, we can construct a DNA language satisfying a local constraint that is expressed by a set of words of a fixed length. In order to construct these DNA languages, we need to construct these sets for different local constraints. Moreover, suppose we want a language $L$ that should satisfy the local
constraints expressed in sets $S_1$ and $S_2$, that is, $L$ should be a subset of $S_1^\oplus$ and $S_2^\oplus$. If $L_1$ is a subset of $S_1^\oplus$ (resulting from some construction methods) and $L_2$ is subset of $S^\oplus$, then the desired language $L$ is $L_1 \cap L_2$. Since, in this chapter, all the sets that express local constraints can be accepted by finite automata, $L$ can be accepted by the intersection automaton of the finite automata accepting $L_1$ and $L_2$ (referring to Section 2.2.4).

In this chapter, all the languages are over the DNA alphabet.

### 6.1 An algorithm for generating set $S$ for the bond-free property

Since we consider the bond-free property in this section, $S$ has to satisfy $\tau(S) \cap H_d(S) = \emptyset$, so that $S^\oplus$ is the desired DNA language. We propose the following algorithm to generate $S$ satisfying $\tau(S) \cap H_d(S) = \emptyset$. When the algorithm initializes DNA words, for word length in $S$ being $k$, it needs to keep all the words in $\Sigma^k$ in the memory. There are $4^k$ DNA words, so we can create an array with $4^k$ elements and use the index number of the array to represent each DNA word, since each index number has $2k$ binary bits. The method is as follows: we use 2 bits of binary codes to represent 1 DNA symbol, such as 00 $\rightarrow a$, 01 $\rightarrow c$, 10 $\rightarrow g$, and 11 $\rightarrow t$.

**Example 7**

Let $k = 2$, the index numbers (binary code) and the DNA words are:
This method consumes the minimal memory space and has a very good memory access efficiency. The algorithm is as follows:

**Procedure:** generate a set $S$ satisfying $\tau(S) \cap H_d(S) = \emptyset$

**Input:** the length of words ($k$), the Hamming distance of any two words in $S$ ($d$), a start word ($w$).

**Output:** all the elements in $S$

$K := \Sigma^k$

Break the array into two parts; $w$ is at the beginning of the second part, exchange the two parts

for $i := 1$ to $|K|$ do

if the word[$i$] is not flagged then

generate all the words whose Hamming distance is less than or equal to $d$ from word[$i$].

complement these words and reverse them

compare the complemented and reversed words with words in $K$, flag the words in $K$ that are the same as the complemented and reversed words.
end if

end for

return $S$, the non-flagged words

Note: for the same parameters: the word length $k$ and the Hamming distance $d$, if we begin with different words in the set $\Sigma^k$ to generate the first Hamming ball, the resulting sets and the cardinalities of these sets will be different.

Remark:

The set $S_1$ used in Chapter 4 is generated by the above algorithm with parameters: $k = 3$, $d = 1$, and $w = aaa$.

6.2 Construction methods for languages satisfying $GC$-ratio constraints

The $GC$-ratio constraint is that, the ratio of the summation of occurrences of $gs$ and $cs$ in a DNA word over the length of the DNA word must lie in a certain range to ensure similar thermodynamic characteristics among DNA words. We denote the number of $gs$ and $cs$ over a DNA word $w$ by $N(w)_{g,c}$; similarly, the number of $as$ and $ts$ over a DNA word $w$ is denoted by $N(w)_{a,t}$. Thereby, the $GC$-ratio constraints are

$$r_1 \leq \frac{N(w)_{g,c}}{l} \leq r_2,$$

for any word $w$

where $r_1$ and $r_2$ are the lower bound and upper bound of the required $GC$-ratio, and $|w| = l$.  
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6.2.1 Construction method for languages with general GC-ratio

Generally, we want a GC-ratio to be in a certain range from $r_1$ to $r_2$. We propose the following method to construct languages with a GC-ratio in the range from $r_1$ to $r_2$.

First, we define a finite automaton (Figure 6.1) that accepts the language $F_{r_1,r_2,l} = \{w \mid -(1 - 2r_1)l \leq N(w)_{g,c} - N(w)_{a,t} \leq (2r_2 - 1)l\}$. $F_{r_1,r_2,l}$ contains all the words $w$ with the property that the difference between $N(w)_{g,c}$ and $N(w)_{a,t}$ is in the range from $-(1 - 2r_1)l$ to $(2r_2 - 1)l$. The word lengths are not necessarily the same. We define a set $R_{r_1,r_2,l} = \Sigma^l \cap F_{r_1,r_2,l}$. Then

**Proposition 1** $R_{r_1,r_2,l}$ satisfies the GC-ratio constraint.
Proof:

For GC-ratio constraint, we want \( r_1 \leq N(w)_{g,c}/l \leq r_2 \), where \(|w| = l\). That is \( r_1 l \leq N(w)_{g,c} \leq r_2 l \), where \(|w| = l\).

From the left part, we have

\[ r_1 l \leq N(w)_{g,c} \quad (1), \]

As \( N(w)_{a,t} = l - N(w)_{g,c} \), we have

\[ N(w)_{a,t} \leq l - r_1 l \quad (2). \]

By adding (1) and (2), we get \( r_1 l + N(w)_{a,t} \leq N(w)_{g,c} + l - r_1 l \), that is \( -(1 - 2r_1)l \leq N(w)_{g,c} - N(w)_{a,t} \).

From the right part,

\[ N(w)_{g,c} \leq r_2 l \quad (3), \]

As \( N(w)_{a,t} = l - N(w)_{g,c} \), we have

\[ l - r_2 l \leq N(w)_{a,t} \quad (4). \]

By adding (3) and (4), we get \( N(w)_{g,c} + l - r_2 l \leq r_2 l + N(w)_{a,t} \), that is \( N(w)_{g,c} - N(w)_{a,t} \leq (2r_2 - 1)l \).

Therefore, the condition that all the words in \( R_{r_1,r_2,l} \) satisfy is the same as the condition required by the GC-ratio constraint. So, words in \( R_{r_1,r_2,l} \) are all the desired words that are of length \( l \) and whose GC-ratio lies in the desired range. □

In Figure 6.1, we use \((1 - r_1)l\) states in the top branch and use \(r_2 l\) states in the bottom branch. The reason is as follows: for a word of length \( l \), when the lower bound of the GC-ratio is \( r_1 \), the maximal number of as or ts is \((1 - r_1)l\). There could
be \((1 - r_1)l\) continuous as and \(ts\). They will take \((1 - r_1)l\) states. If a word satisfies the \(GC\)-ratio constraint, the following symbols must be either \(cs\) or \(gs\) so that, in the automaton, these symbols can make the finite automaton go back to an accepting state. This is also the reason why, after the \((1 - r_1)l\)th state, if we read one more \(a\) or \(t\), we will get into the sink state. Similarly, we need \(r_2l\) states in the bottom branch.

After constructing \(R_{r_1,r_2,l}\), we can simply generate languages satisfying the \(GC\)-ratio constraint with \(\otimes\) operation. \(R_{r_1,r_2,l}^\otimes\) is the language that we want. By definition of \(\otimes\) operation, every segment of length \(l\) of a word in \(R_{r_1,r_2,l}^\otimes\) is in \(R_{r_1,r_2,l}\). For convenience, let us take a word in \(R_{r_1,r_2,l}^\otimes\) of length \(ml\) for example. We can break it into \(m\) segments, each of which is in \(R_{r_1,r_2,l}\). Each segment has at most \(r_2l\) \(gs\) and \(cs\) and has at least \(r_1l\) \(gs\) and \(cs\). Therefore, these \(m\) segments have at most \(mr_2l\) \(gs\) and \(cs\) and at least \(mr_1l\) \(gs\) and \(cs\). The \(GC\)-ratio of this word in \(R_{r_1,r_2,l}^\otimes\) is from \(mr_1l/ml\) to \(mr_2l/ml\), that is from \(r_1\) to \(r_2\), therefore, all the words in \(R_{r_1,r_2,l}^\otimes\) satisfy \(GC\)-ratio constraint.

### 6.2.2 Construction method for \(GC\)-ratio of 50%

Sometimes, in practice, we want DNA languages of \(GC\)-ratio of exact by 50%. That will have \(N(w)_{g,c} = N(w)_{a,t}\); since, when regarding the \(GC\)-ratio constraint, we consider \(g\) and \(c\) to be the same and \(a\) and \(t\) to be the same. In this case, pushdown automata are more convenient than finite automata for constructing DNA languages with a \(GC\)-ratio of 50%. The automaton that accepts languages such that the \(GC\)-ratio of any word is 50% is defined as follows:
\[ M_2 = (K, \Sigma, \Gamma, \Delta, s, F), \] where \( K = \{s, q, f\}, \Sigma = \{a, c, g, t\}, \Gamma = \{\beta, \lambda\}, F = \{f\}, \)

\( \Delta \) contains the following rules.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Transition</th>
<th>Rule</th>
<th>Transition</th>
<th>Rule</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((s, c, e), (q, \beta))</td>
<td>2</td>
<td>((s, g, e), (q, \beta))</td>
<td>3</td>
<td>((s, a, e), (q, \lambda))</td>
</tr>
<tr>
<td>4</td>
<td>((s, t, e), (q, \lambda))</td>
<td>5</td>
<td>((q, c, \beta), (q, \beta\beta))</td>
<td>6</td>
<td>((q, g, \beta), (q, \beta\beta))</td>
</tr>
<tr>
<td>7</td>
<td>((q, a, \beta), (q, e))</td>
<td>8</td>
<td>((q, t, \beta), (q, e))</td>
<td>9</td>
<td>((q, a, e), (q, \lambda))</td>
</tr>
<tr>
<td>10</td>
<td>((q, t, e), (q, \lambda))</td>
<td>11</td>
<td>((q, c, e), (q, \beta))</td>
<td>12</td>
<td>((q, g, \beta), (q, \beta\beta))</td>
</tr>
<tr>
<td>13</td>
<td>((q, c, \lambda), (q, e))</td>
<td>14</td>
<td>((q, g, \lambda), (q, e))</td>
<td>15</td>
<td>((q, a, \lambda), (q, \lambda\lambda))</td>
</tr>
<tr>
<td>16</td>
<td>((q, t, \lambda), (q, \lambda\lambda))</td>
<td>17</td>
<td>((q, e, e), (f, e))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The language accepted by \( M_2 \) is \( L_{50\%} = \{w \mid N(w)_{p-c} = N(w)_{a-t}\} \). For example, \( agtcgt \notin L_{50\%}, agttcg \in L_{50\%} \). The set of words of a required length \( l \) in this language is \( R_{50\%, l} = \Sigma^l \cap L_{50\%} \).

**Example 8**

Let us use a word gcattagg to illustrate how the above pushdown automaton works (Table 6.1).


<table>
<thead>
<tr>
<th>State</th>
<th>Unread Input</th>
<th>Stack</th>
<th>Rule used</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>gacttagg</td>
<td>e</td>
<td>-</td>
</tr>
<tr>
<td>q</td>
<td>acttagg</td>
<td>β</td>
<td>2</td>
</tr>
<tr>
<td>q</td>
<td>cttagg</td>
<td>e</td>
<td>7</td>
</tr>
<tr>
<td>q</td>
<td>ttagg</td>
<td>β</td>
<td>11</td>
</tr>
<tr>
<td>q</td>
<td>tagg</td>
<td>e</td>
<td>8</td>
</tr>
<tr>
<td>q</td>
<td>agg</td>
<td>λ</td>
<td>10</td>
</tr>
<tr>
<td>q</td>
<td>gg</td>
<td>λλ</td>
<td>15</td>
</tr>
<tr>
<td>q</td>
<td>g</td>
<td>λ</td>
<td>14</td>
</tr>
<tr>
<td>q</td>
<td>e</td>
<td>e</td>
<td>14</td>
</tr>
<tr>
<td>f</td>
<td>e</td>
<td>e</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 6.1: The rules used for accepting gacttagg

6.3 Construction method for DNA language satisfying continuity constraints

The continuity constraint is that, the same base should not appear continuously, otherwise, a reaction will not be well controllable since the structure of DNA will become unstable [39]. It is convenient to again use the theory of automata to construct these kind of languages, because, in the theory of automata, if we have an automaton to accept a language with a certain property, when we complement the automaton, we can obtain the automaton that rejects the language with the property. Complementing a
deterministic automaton is done by switching the accepting states into non-accepting states and the non-accepting states into accepting states. We omit the construction for an automaton that accepts the language in which each word contains as least one segment of \( q \) continuous same symbols. The complemented automaton is depicted in Figure 6.2, which accepts languages \( L_q = \{ w \mid w \text{ does not contain } q \text{ continuous same symbols} \} \).

![Diagram](image)

**Figure 6.2:** The automaton that accepts \( L_q \)

All words of length \( l \) that do not contain \( q \) continuous same symbols are in set \( X_{q,d} = \Sigma^l \cap L_q \). So, any word in \( X_{q,d} \) satisfies the continuity constraint.
6.4 Guidelines for constructing $B$-blocks and Encoding methods for bond-free languages

As we have mentioned, if $EN$ is large, $BE$ is small, and vice versa. If we pick an arbitrary subset of $S$ to be $EN$, it is difficult to calculate the size of $B$ and the size of $B$ might not be large enough. Since $EN$ is a subset of $S$, which is an element of the power set $2^S$, we have $2^{|S|} - 1$ choices (excluding $\emptyset$). However, in order to find a large set $B$ generated from $S$, only a few $EN$s are appropriate.

If we look at the pairs of $EN$ and $BE$s in detail, we can find that it is the suffixes of words in $EN$ that decide the words in $BE$. Let us use the set generated in Section 4.3, $S_1 = \{aaa, aac, aag, aca, acc, acg, aga, agc, agg, caa, cac, gaa\}$, and the corresponding Table 4.1 to explain this. If we pick the word $aac$, $BE_{aac} = \{w \mid \text{Suff}_1(aca)\text{Pref}_2(w) \in S \text{ and Suff}_2(aca)\text{Pref}_1(w) \in S, w \in S\}$, i.e., $BE_{aac} = \{aaa, aca, aac, aag\}$. We can find that when we construct $BE_u$s, we do not refer to the first symbol of $u$. Therefore, $BE_u$s where $u$s have the same suffix of length $k - 1$ should be the same. We can see this result from Table 4.1. So, the first guideline is that, 

*If we pick a word $u$ to be in $EN$, we also pick other words whose suffix of length $k-1$ is the same as $\text{Suff}_{k-1}(u)$,*

so that we can have larger size of $B$. For example, if we only pick the word $u = aac$ to be in $EN$, the set $BE = \{aaa, aca, aac, aag\}$. This implies any word in $B$ should begin with words in $\{aaa, aca, aac, aag\}$ and end with $aac$. If we add word $cac$ into
EN, we will not delete any existing words. In addition, we can have words that begin with words in \{aaa, aca, aac, aag\} and end with cac.

Another useful guideline needs to refer to Table 4.1:

*After sorting the sets by the size of \(BE_u\)'s, it is recommended to choose continuous words from the top to the bottom in the first column in tables such as Table 4.1.*

**Example 9**

The words from the top to the bottom in the first column of Table 4.1 are \{aaa, caa, gaa, aca, cca, gca, aga, cga, gga, aac, cac, aag\}. When we pick words for \(EN\), using the first guideline, it is better to choose words such as \(EN = \{aaa, caa, gaa\}\), \(EN = \{aaa, caa, gaa, aca, cca, gca\}\), or \(EN = \{aaa, caa, gaa, aca, cca, gca, aga, cga, gga\}\). The reason is as follows. If we pick \(EN\) such as \(EN = \{aaa, caa, gaa, aag\}\), we add one more word in \(EN\) and lose 5 possible words in \(BE\). If we roughly calculate the sizes of the two different \(B\)s, we can find that the second guideline provides us more words in \(B\). (We compare the sizes of \(B\)s with different choices of \(EN\) in Table 6.2).

Note: when we construct the sets \(ENs\) and \(BEs\), we can not always obtain tables as Table 4.1, in which each \(BE_u\) is a subset of the \(BEs\) above it.

With the first guideline, we have already solved the problem in Section 4.4. The problem was that it is hard to calculate the size of \(B\), because we can decide whether a suffix belongs to an acceptable word. In Section 4.4, we classify \(B\) into several disjointed partitions by the suffix of length \(k - 1\). The first guideline suggests that, if we pick a word \(u\) to be in \(EN\), we also pick other words whose suffix of length \(k - 1\)
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are the same as $\text{Suff}_{k-1}(u)$. Thereby, we pick all the words in one partition. So, when we calculate the size of $B$ with the two guidelines, we start with words in $BE$, and, at the end, we simply sum up the size of partitions in which words in $EN$ are.

<table>
<thead>
<tr>
<th>Pairs</th>
<th>$EN$</th>
<th>$BE$</th>
<th>$T(10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pair 1</td>
<td>${\text{aaa, caa, gaa, aca, cca, gca, aga, cga, gga, aac, cac, aag}}$</td>
<td>${\text{aaa, aac, aag}}$</td>
<td>150</td>
</tr>
<tr>
<td>Pair 2</td>
<td>${\text{aaa, caa, gaa, aca, cca, gca, aga, cga, gga, aac, cac}}$</td>
<td>${\text{aaa, aca, aac, aag}}$</td>
<td>180</td>
</tr>
<tr>
<td>Pair 3</td>
<td>${\text{aaa, caa, gaa, aca, cca, gca, aga, cga, gga}}$</td>
<td>${\text{aaa, aca, aca, aca, aag}}$</td>
<td>150</td>
</tr>
<tr>
<td>Pair 4</td>
<td>${\text{aaa, caa, gaa, aca, cca, gca}}$</td>
<td>${\text{aaa, caa, aca, aga, aac, cac}}$</td>
<td>180</td>
</tr>
<tr>
<td>Pair 5</td>
<td>${\text{aaa, caa, gaa}}$</td>
<td>${\text{aaa, caa, gaa, aca, aga, aag, cac}}$</td>
<td>150</td>
</tr>
<tr>
<td>Pair 6*</td>
<td>${\text{aaa, caa, gaa, aga, cga, gga}}$</td>
<td>${\text{aaa, aca, aca, aac, aag}}$</td>
<td>111</td>
</tr>
</tbody>
</table>

Table 6.2: The comparison of the sizes of $B$s with different $EN$s

*: Pairs 6 does not follow the second guideline, so the size of $B$ of this pair is much smaller than the other pairs.

With the two guidelines, we have a few choices of pairs of $EN$ and $BE$. For each pair, we can calculate the size of $B$ of desired length. One of the results is the maximal size of a desired length.
At last, we complete our encoding method for bond-free languages. Given an encoding need, such as the number of input words, \( n \), and the Hamming distance \( d \). We can construct a \( B \)-block with equal word length satisfying \( |B| \geq n \) and the Hamming constraint. Then, for each input segment of certain length, \( x \), we can set a one-to-one encoding rule: \( f: x \mapsto w, \ w \in B \), such that \( f(x_1 x_2 \cdots x_n) = f(x_1)f(x_2) \cdots f(x_n) = w_1 w_2 \cdots w_n \), then \( f(x_1 x_2 \cdots x_n) \in S^\otimes \). Indeed, if \( f(x_1 x_2 \cdots x_{i-1}) \in S^\otimes \), then \( f(x_1 x_2 \cdots x_{i-1})f(x_i) \in S^\otimes \), because \( f(x_1 x_2 \cdots x_{i-1}) \) ends with some \( u \in EN \) and \( f(x_i) \) starts with some \( z \) in \( BE \), which implies that \( uz \in S^\otimes \).

Since all the words in \( B \) are of a fixed length \( k \) and the encoding rules are one-to-one, when we decode the words in \( S^\otimes \), we cut the words in \( S^\otimes \) into segments of length \( k \) and decode each segment into an input segment.

Also, we can combine other constraints into our design. We summarize the general methods in the next section.

6.5 Combining local constraints

In this chapter, we have proposed several methods for constructing DNA languages satisfying different constraints. We should have already noticed that we can clearly express properties of DNA languages with the \( \otimes \) operator. For instance, DNA languages with the bond-free property can easily be denoted by \( S^\otimes \) with \( S \) satisfying \( \tau(S) \cap H_d(S) = \emptyset \); DNA languages satisfying the \( GC \)-ratio constraint can be denoted as \( R^\otimes_{r_1,r_2,l} \) with three parameters: the lower bound for the \( GC \)-ratio, the upper bound for the \( GC \)-ratio, and the length of words in \( R \); also, we can easily construct DNA
languages satisfying continuity constraint, which is $X_{q,t}^\otimes$ with the maximal number of
the continuous same symbols, $q$. When we want a language satisfying a combination
of constraints, we don’t have to reconstruct any new languages. We just take the in-
tersection of some existing languages. For example, if we want a language satisfying
bond-free property and also satisfying GC-ratio constraint, conceptually, we can have
a language such as $L = S^\otimes \cap R_{r_1,r_2,l}^\otimes$. But, this method might not be very efficient,
since the intersection automaton of two finite automata with $K_1$ and $K_2$ states has
$|K_1| \times |K_2|$ states. When $K_1$ and $K_2$ are large, the intersection automaton is even
larger. So, we need to implement this language in an indirect way, which is guided
by $L = S^\otimes \cap R_{r_1,r_2,l}^\otimes$. For example, when we construct languages satisfying bond-free
property and GC-ratio constraint, we first take the intersection of $S$ and $R_{r_1,r_2,l}$ and
then construct the language with $\otimes$ operation, that is $(S \cap R_{r_1,r_2,l})^\otimes$.

In this thesis, we address problems using the theory of automata. Because DNA
languages are sets satisfying different combinations of constraints, it is very convenient
to use operations in the theory of computation to manipulate words and languages.
Chapter 7

Implementation of the code generating system and experimental results

In this thesis, we design a webservice that produces DNA words satisfying desirable constraints. We have two implementations that produce DNA words. One applies the methods proposed in this thesis. We call it the subword closure operation encoding system. The other one applies Theorem 9 in [28]. We call it the direct encoding system.

Because the methods proposed in Chapter 4 are general and can be used for many kinds of local constraints, in the system, users are allowed to specify a set of fixed length DNA words representing a desired local constraint. The set can be specified in two ways. The first one is that users can upload a file containing the set of DNA
words. The second one is that users can produce the set by specifying parameters of constraints. As, in this thesis, we focus on the code design for DNA computing, we only provide an interface for specifying parameters of the DNA computing related constraints: the bond-free constraint, the GC-ratio constraint, and the continuity constraint. If the users want languages satisfying constraints other than these ones, they can write the local constraint set in a file and use the first approach to produce DNA words. Figure 7.1 depicts the interface for specifying the parameters of the DNA computing related constraints.

**Bond-free constraint:**
The length of words in set $S(k)$.
The Hamming distance in set $S(d)$ and $dk$.
The starting word ($w$) that only consists of $a$, $c$, $g$, $t$ and is of length $k$. e.g. acc.
It is recommended to use default words, which only consist of $a$’s

| Bond-free constraint: | The length of words in set $S(k)$ | 3
|-----------------------|----------------------------------|---
|                      | The Hamming distance in set $S(d)$ and $dk$ | 0
|                      | The starting word ($w$) that only consists of $a$, $c$, $g$, $t$ and is of length $k$. e.g. acc. | acc by default

| GC ratio constraint: | Lower bound 40 %
|----------------------| Upper bound 60 %

| Continuity constraint: | Limit length 5

| The desired number of words: | 100 by default

Leave the text box blank to use the default values
[Submit] [Reset]

Figure 7.1: The web interface for specifying parameters of the DNA computing related constraints

As Theorem 9 in [28] works only for the DNA computing related constraints, the interface for the direct encoding system is similar with the above one.

In this chapter, we will present how the system works and the algorithms we use
in the system in detail. The URL of the system is http://cs.smu.ca/~b_cui/Thesis.

7.1 The flow of the subword closure operation encoding system

In our webservice, words representing arbitrary data are called *data words*, and the DNA words used for encoding data words are called *codewords*, or *blocks*. We use the symbol $B$ for the set of these blocks. As we solve problems by using the theory of automata, in the implementation of the subword closure operation encoding system, we need to use systems that enable us to manipulate automata. Grail\(^1\) is a well designed system and can perform almost all the manipulations on finite automata. Therefore, we want to integrate Grail into our system. Because Grail is implemented in C++ and it can be used as a library, we need to implement our system in C++ as well. Also, we want to have a web interface to allow users access our system through Internet. The architecture of our system, therefore, consists of two parts, a PHP implementation and a C++ implementation.

Since PHP provides us with a method to invoke executables, we can let the PHP implementation read parameters from users and pass the parameters to the C++ implementation, which does all the computations. Figure 7.2 depicts the flow chart of the subword closure operation encoding system.

\(^1\)Grail is designed by the Department of Computer Science, University of Western Ontario
Produce set $S$ by using the subword constraint file or the parameters specified by users via the PHP implementation. The options of parameters are the following: the word length of words in $S$ ($k$), the desired Hamming distance ($d$), the starting word ($w$) (optional), the desired number of blocks ($|B|$), the GC-ratio constraint with parameters (optional), and the continuity constraint with parameters (optional).

Produce an automaton $A$ that accepts the language produced from $S$ by the subword closure operation.

Apply the algorithm in chapter 5 to check if there is at least one cycle-intersection node in $A$.

We can not produce a sufficiently large $B$. Notify users and quit.

Apply the two guidelines in Chapter 6 to find a good $EN$ and the corresponding $BE$, and then, produce an automaton $A_i$ that accepts languages such that every word satisfies the definition of $B$-block with $S$, $BE$, and $EN$.

Based on $S$ and the pair of $BE$ and $EN$, calculate the length $l$ such that the number of blocks of this length is greater than $|B|$ by using the recursive formula in Chapter 4.

Apply the algorithm in chapter 5 to check if there is at least one cycle-intersection node in $A_i$.

The two guidelines fail to find a proper $BE$.

Either constraint is selected?

Can both of the cycles pass the GC-ratio constraint filter or the continuity constraint filter?

Apply Lemma 3 in Chapter 5 to produce $|B|$ blocks.

Output the produced blocks and $A_i$ in the form of Grail transitions.

Figure 7.2: The flow chart of the subword closure operation encoding system

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The PHP implementation simply provides some options for users to specify the parameters. After users have entered the values for the parameters, the PHP implementation passes the parameters to the C++ implementation by using the "" operator. If we write a command in between the two quotes of this operator, PHP will execute the command and assign the output of the command to a variable in PHP code as a string. For example, if we have the following files in the current directory in a Linux system,

```
a.out backup process.php project.html
```

the statement $result = 'ls'; in process.php assigns the string `a.out backup process.php project.html` to the variable $result. Then, we can simply write the statement `echo $result;` to display the output of the Linux command to a web page.

In the C++ implementation, we first need to generate a set $S$, which can be specified in two ways. The first way is that we simply initialize $S$ by using the words in the file that is provided by users as a local constraint set. The second way is that we initialize $S$ to satisfy the bond-free constraint by using the parameters specified by users. In this way, we use the algorithm in Section 6.1 to generate the set.

After producing $S$, we construct a $T^\circ$ for accepting $S^\circ$ according to Lemma 2, and then, apply the method in Chapter 5 to check if there is a cycle-intersection node in $T^\circ$. If there is no cycle-intersection node at all, we can not produce an arbitrarily large DNA word set to encode data words. In such a case, we will notify the user and quit from the system. If there is at least one cycle-intersection node, we will apply the two guidelines in Chapter 6 to produce DNA blocks. However, the guidelines...
might not work all the times. If there is at least one cycle-intersection and the two guidelines fail, we will produce DNA words by using the pair of 2-way communicating cycles that contain the cycle-intersection node. In this way, according to Lemma 3 in Chapter 5, we will be able to produce an arbitrarily large $B$. However, this only works for the bond-free constraint. If the users require any additional constraint, we have to make sure that all the DNA words produced by Lemma 3 satisfy the additional constraints. In such a case, we know that all the words produced by Lemma 3 come from two words, $u$ and $v$, that are recognized by the cycles in the pair of 2-way communicating cycles respectively. If the continuity constraint with a parameter $q$ is required by the users, we know that, if either $u$ or $v$ or both do not satisfy the continuity constraint, all the DNA words produced by Lemma 3 will not satisfy the continuity constraint, since $u$ and $v$ will be segments of these DNA words. Also, we know the fact that any concatenation of two words satisfying the $GC$-ratio constraint with two parameters $r_1$ and $r_2$ will satisfy the same $GC$-ratio constraint. Therefore, if the $GC$-ratio constraint with parameters is required by the users, we have to pass $u$ and $v$ into the $GC$-ratio constraint filter. If either $u$ or $v$ or both do not satisfy the desired $GC$-ratio constraint, all the DNA words produced by Lemma 3 will not satisfy the desired $GC$-ratio constraint. This is why in the flow chart, if the users require any additional constraint, both $u$ and $v$ have to pass the filters, otherwise, we quit from the system.

When we produce a pair of $BE$ and $EN$ based on $S$, we refer to the two guidelines in Chapter 6. In this step, we need an auxiliary table that is similar with Table 4.1.
In theory, we can evaluate all the possible pairs of $BE$ and $EN$s and pick the pair that provides the maximum number of blocks. However, this takes a huge amount of computations and might not be practical when the size of $S$ is large. Therefore, we only evaluate some pairs of $BE$ and $EN$s. The algorithm for picking up pairs of $BE$ and $EN$s will be introduced later on.

In Figure 7.2, the fourth input parameter is the desired number of blocks, because this parameter is straightforward to users. We could set the parameter to be a desired length of DNA words, which makes the system much easier to implement and reduces the amount of computation significantly. However, this is not convenient for users, because the users, obviously, do not like to try many lengths until they find a length such that the number of DNA words of this length is greater than what they want. Therefore, after the users entered a desired number of blocks, we need to find a suitable length for them. As we have presented, if we select the pairs of $BE$ and $EN$s following the two guidelines in Section 6.4, we can apply the recursive formula in Section 4.4 to calculate the size of $B$. And, thereby, we can know the suitable length $l$ for the desired number of words.

In order to generate DNA words in $B$, we need to generate an automaton that accepts DNA words satisfying the definition of $B$-block. The algorithm for generating the automaton is described in the next section.

Once we obtain the automaton, we can convert it into an object of the class $fm$ of Grail. We can use the functions in the class to generate DNA words of length $l$. As a result, these resulting DNA words satisfy the definition of $B$-block and are of
the same length $l$. Moreover, the number of these DNA blocks is greater than the desired number $|B|$.

Up to this point, the DNA words generated by the system only satisfy the initial local constraint $S$. If the users do not require the GC-ratio constraint and the continuity constraint, the system will display all the resulting DNA words on the web interface. However, since the GC-ratio constraint is a very important constraint in DNA language design, and the continuity constraint, sometimes, is also taken into the language designers’ consideration, we need to be able to generate DNA words satisfying the two constraints. We design a filter for the two constraints. In Figure 7.2, we can see that, if either constraint or both constraints are required by the users, we need to pass the resulting DNA words of the previous steps through the filter. Figure 7.3 depicts how the filter works for the two constraints.

As we can see, there are two sub filters. The GC-ratio constraint filter simply removes all the DNA words that do not satisfy the GC-ratio constraint with the parameters specified by the users. Because all the DNA words passed into the filter are of the same length $l$, when we apply the method in Section 6.2.1, we only need two parameters, the lower bound $r_1$ and the upper bound $r_2$. The continuity constraint filter applies the method in Section 6.2. It generates a finite deterministic automaton to check if a DNA word satisfies the continuity constraint with the parameter specified by the users. If not, we remove the DNA word from the word set.
If either constraint or both are selected

If the GC-ratio constraint is selected

The GC-ratio constraint filter

If the continuity constraint is selected

If the continuity constraint is selected and the number of the remaining blocks is less than the desired number

Increase I by 1

If the continuity constraint is not selected and the number of the remaining blocks is equal to or greater than the desired number

If the continuity constraint is not selected and the number of the remaining blocks is less than the desired number

The continuity constraint filter

Pass the remaining blocks to the web interface

Figure 7.3: The filter for the GC-ratio constraint and the continuity constraint

7.2 The algorithms used in the implementation of the subword closure operation encoding system

In the C++ implementation of the system, we define the following classes, S, Table, Pairs, Automaton, Continuity, and GCratio, and integrate the following classes in Grail to our implementation, state and template classes: array, String, inst, list, set and fm. In this section, we are going to present and explain the algorithms in these classes.

Class S uses the algorithm in Section 6.1 to produce S and provides some accessors
for us to get the DNA words in the set. The algorithm for checking a cycle-intersection node is implemented as a member function of Class $S$. The data structure for holding a $T^\circ$ is a linked list structure, which will be introduced later on.

Class *Table* maintains tables in the same format as Table 4.1. If we concatenate a word in a $BE_u$ in the second column to the word in front of the set, the resulting word is in $S^\circ$. The algorithm is simply the following: for each word $u$ in $S$, we concatenate each word $v$ in $S$ to $u$. If all the segments of length $k$ of the resulting word $uv$ are in $S^\circ$, we put $v$ into $BE_u$. We sort the $BE_u$s in the second column in the tables by the sizes of the sets.

After we obtain a table for $S$ with specified parameters, in class *Pairs*, we pick pairs of $BE$ and $EN$s according to the two guidelines in Section 6.4. Then, we evaluate the pairs to choose the one that can generate the largest set of words of a certain fixed length. Let us recall the guidelines for choosing pairs of $BE$ and $EN$s. The first one is that, if we pick a word $u$ to be in $EN$, we also pick other words whose suffix of length $k-1$ is the same as $Suff_{k-1}(u)$. The second guideline is that, after sorting the sets in tables such as Table 4.1 by the size of $BE_u$s, it is recommended to choose continuous words from the top to the bottom in the first column. As we can see, the two guidelines are only for choosing $EN$s, because once we have a $EN$, the corresponding $BE$ can be simply obtained by intersecting all the $BE_u$s where $u \in EN$. Because the auxiliary table of $S$ has as many columns as the size of $S$, when the size of $S$ is large, the table has many columns as well. Therefore, even though we follow the two guidelines, the number of choices of possible $EN$s will still
be large. In order to improve the efficiency of our system, we do not generate all
the possible pairs of $BE$ and $EN$s based on the two guidelines. Instead, we use the
following algorithm to generate a portion of them.

**Procedure:** based on $S$, select a pair of $BE$ and $EN$ that gives us a relatively large
set $B$

**Input:** the auxiliary table generated based on $S$

**Output:** a pair of $BE$ and $EN$

\[
\begin{align*}
\text{index} & = 0 \\
\text{current} & = 0 \\
\text{bestBE} \text{ and } \text{bestEN} \text{ are two empty sets} \\
\text{r} \text{ is the number of rows} \\
\text{k} \text{ is the length of words in } S \\
\text{if} \text{ the size of } BE_u \text{ in the first row is empty} \\
& \quad \text{exit} \\
\text{else} \\
& \quad \text{push the word in the first column in } \text{current row into } EN \\
& \quad \text{push all the words in } BE_u \text{ in } \text{current row into } BE \\
& \quad\text{index} = \text{current}++ \\
& \quad \text{while the } \text{index} \leq \text{r and the word in } \text{index row has the same suffix as the suffix} \\
& \quad \text{of the word in } \text{current row} \\
& \quad \quad \text{push the word in the first column in } \text{index row into } EN \\
& \quad \quad \text{index}++
\end{align*}
\]
assign $BE$ and $EN$ to the $bestBE$ and $bestEN$, respectively

while $index \leq r$ and $BE_u$ in $index$ row is not empty

    while $index \leq r$ and $BE_u$ in $index$ row is not a subset of $BE$

        $index++$

    if $index \leq r$ and $BE_u$ in $index$ row is not empty

        $current = index$

        push the word in the first column in $current$ row into $EN$

        clear $BE$ and push all the words in $BE_u$ in $current$ row into $BE$

        while the $index \leq r$ and the word in $index$ row has the same suffix as

            the suffix of the word in $current$ row

            push the word in the first column in $index$ row into $EN$

            $index++$

        evaluate the pair of $BE$ and $EN$ by using the recursive formula in

        Section 4.4, If the current pair of $BE$ and $EN$ can produce a larger set of

        $B$ with a fixed word length than the size of $B$ with the same word length

        produced by $BestBE$ and $BestEN$, assign $BE$ and $EN$ to be $BestBE$

        and $BestEN$


In this algorithm, we only use each word in the first column of the auxiliary table

once. As we go through all the words, we keep pushing qualified words into $EN$. A

qualified word must satisfy the following requirement: in the table, the $BE_u$ after it

must be a subset of all the $BE_u$s of all the qualified words above it except for the
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pair in the first row. In this way, we will lose some good choices of $BE$ and $ENs$. We use the following example to describe the situations where the above algorithm misses good choices of $BE$ and $ENs$.

**Example 10**

<table>
<thead>
<tr>
<th>$u$</th>
<th>$BE_u$</th>
<th>The size of $BE_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$cc$</td>
<td>${ cc, ct, tg, tt, }$</td>
<td>4</td>
</tr>
<tr>
<td>$ct$</td>
<td>${ ga, gt, tg, tt, }$</td>
<td>4</td>
</tr>
<tr>
<td>$gt$</td>
<td>${ ga, gt, tg, tt, }$</td>
<td>4</td>
</tr>
<tr>
<td>$tt$</td>
<td>${ ga, gt, tg, tt, }$</td>
<td>4</td>
</tr>
<tr>
<td>$tg$</td>
<td>${ tg, tt, }$</td>
<td>2</td>
</tr>
<tr>
<td>$ga$</td>
<td>${ }$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.1: The auxiliary table for $S_3$ with $k = 2, d = 0, w = cc$

First, we generate a set $S$ with the following parameters: $k = 2, d = 0$, and the start word $w = cc$. We obtain $S_3 = \{ cc, ct, gt, tt, tg, ga \}$. Based on $S_3$, we obtain the auxiliary table in Table 7.1.

The above algorithm first pushes $cc$ into $EN$ and put $cc, ct, tg,$ and $tt$ into $BE$. Then, the algorithm evaluates the pair by using the recursive formula in Section 4.4. The result of the calculation shows that the size of $B$ with a word length 10 is 1. Since, the $BE_u$s in the Row 2, Row 3, and Row 4 are not subsets of the first $BE_u$, the algorithm skips the $u$s in Row 2, Row 3, and Row 4. The $BE_u$ in Row 5, $\{tg, tt\}$, is a subset of $\{cc, ct, tg, tt\}$, therefore, the $u$ in Row 5, $tg$, is a qualified word.
The algorithm pushes $tg$ into $EN$ and updates $BE$ to be $\{tg, tt\}$. The algorithm evaluates the new pair of $BE$ and $EN$. The result of the calculation shows that the size of the new $B$ with a word length 10 is 34. The $BE_u$ in Row 6 is empty, therefore the algorithm is terminated. Between the two pairs of $BE$ and $EN$s, the algorithm returns the second pair, because it can produce a larger $B$. However, if we follow the two guidelines, we can have a larger $B$. Because the $BE_u$s in Rows 2, 3, and 4 are not subsets of the $BE_u$ in Row 1, the algorithm simply skipped the $us$ in these rows. But, if we refer to the two guidelines, we need to push the $us$ in Rows 2, 3, and 4 into $EN$ and intersect the $BE_u$s in the first 4 rows. As a result, we will have the following two sets: $BE = \{tg, tt\}$ and $EN = \{cc, ct, gt, tt\}$. Because $S_3 = \{cc, ct, gt, tt, tg, ga\}$, we can get the following recursive formulas: $T_a(l) = T_g(l - 1); T_g(l) = T_t(l - 1); T_c(l) = T_c(l - 1); T_t(l) = T_c(l - 1) + T_t(l - 1) + T_g(l - 1)$. The following example calculates the size of $B$ with a word length 10, that is produced with $BE = \{tg, tt\}$ and $EN = \{cc, ct, gt, tt\}$.

$$
\begin{align*}
  l = 2 : & \quad T_a(2) = 0, \quad T_t(2) = 1, \quad T_g(2) = 1, \quad T_c(2) = 0 \\
  l = 3 : & \quad T_a(3) = 1, \quad T_t(3) = 2, \quad T_g(3) = 1, \quad T_c(3) = 0 \\
  l = 4 : & \quad T_a(4) = 1, \quad T_t(4) = 3, \quad T_g(4) = 2, \quad T_c(4) = 0 \\
  \vdots & \quad \vdots \quad \vdots \quad \vdots \quad \vdots \\
  l = 10 : & \quad T_a(10) = 21, \quad T_t(10) = 55, \quad T_g(10) = 34, \quad T_c(10) = 0
\end{align*}
$$

Since $EN = \{cc, ct, gt, tt\}$, it is clear that, among all the words in $S_3$, we only want DNA words ending with $cs$ and $ts$. Therefore, we have $T_t(10) + T_c(10) = 55$ DNA words of length 10 in $B$. The size of this $B$ is greater than the best $B$ generated by
the above algorithm. Therefore, sometimes, the above algorithm misses some good choices of pairs of $BE$ and $ENs$.

Actually, if we do not follow the two guidelines, we could have some even larger $B$ with certain word lengths. We still use $S_3$ and pick $\{ct, gt, tt\}$ to be $EN$. Thereby, $BN = \{ga, gt, tg, tt\}$. Since we are using the same $S_3$, the recursive formulas remain the same. We can calculate the size of $B$ with a word length 10 as follows:

\[
\begin{align*}
  l = 2 : & \quad T_a(2) = 1, \quad T_t(2) = 2, \quad T_g(2) = 1, \quad T_c(2) = 0 \\
  l = 3 : & \quad T_a(3) = 1, \quad T_t(3) = 3, \quad T_g(3) = 2, \quad T_c(3) = 0 \\
  l = 4 : & \quad T_a(4) = 2, \quad T_t(4) = 5, \quad T_g(4) = 3, \quad T_c(4) = 0 \\
  \vdots & \quad \vdots \\
  l = 10 : & \quad T_a(10) = 34, \quad T_t(10) = 89, \quad T_g(10) = 55, \quad T_c(10) = 0
\end{align*}
\]

Since $EN = \{ct, gt, tt\}$, we want words ending with $t$ in $S_3$. Therefore, the size of $B$ with a word length 10 is $T_t(10) = 89$. From this example, we can see that the two guidelines and the algorithm can not always provide us with the largest $B$, however, in most of the cases, the pairs of $BE$ and $ENs$ generated by the two guidelines and the algorithm do provide the largest $B$. The algorithm is a tradeoff between the optimal size of $B$ and the ability to systematically and efficiently generate pairs of $BE$ and $ENs$.

After obtaining a pair of $BE$ and $EN$, class Automaton generates a deterministic automaton accepting words beginning with words in the $BE$ and ending with words in the $EN$. Moreover, any segment of length $k$ of the words accepted by the automaton is in the $S$ that corresponds to the $BE$ and $EN$. We should notice that, if $T^\circ$ contains
at least one cycle-intersection node, but this automaton generated from $BE$ and $EN$ can not produce an arbitrarily large $B$, then this implies that the two guidelines failed to find a proper $EN$. We need to explain why we need to define a class that generates and stores deterministic automata as opposed to using the class $fm$ of Grail. That is because we need to dynamically build up automata from $BE$ and $EN$s. During the construction, we need more information about each state of automata than what class $fm$ can provide. For example, as we will see in the next example, when we construct an automaton, we create some states of the automaton, construct a trie of the DNA words in $BE$, and then add links among the states that contain the words in $S$. In order to add the links, we need to store a DNA word in each state temporarily. But the states in Grail are only numbers. They can not hold any information about DNA words. This is why we need to define the class $Automaton$ to help us construct automata. We can easily convert the automata stored in objects of class $Automaton$ into objects of class $fm$ afterwards.

We use the following example to explain how we construct an automaton from a set $S$ and a pair of $BE$ and $EN$ and provide the algorithm for doing the construction later on.

**Example 11**

We generate $S_2 = \{aa, ca, ga, ac, cc, ag\}$ with the following parameters: $k = 2$, $d = 0$, and $w = aa$. We apply the algorithm for selecting a good pair $BE_2$ and $EN_2$ on $S_2$: $BE_2 = \{aa, ac, ag, ca, cc\}$ and $EN_2 = \{aa, ac, ga, ca, cc\}$. Since it is required that all the words accepted by the deterministic automaton must start with words in $S$,
Figure 7.4: A trie for words in $BE_2$ and State for the other words in $S_2$

$BE_2$, we construct a trie with words in $BE_2$ and make the initial state of the trie to be the only initial state of the desired deterministic automaton. The next step is to make all the words in $S_2$, except for the words in $BE_2$, to be states in the automaton. In this case, we only have one word $ga$. The result of the above two steps is depicted in Figure 7.4.

The words in the states indicate that, if a word or a prefix of a word accepted by the automaton can reach a state, it must end with the word in the state. Since all the leaf states of the trie and the states with no link are words in $S_2$, if we link these states with proper labels, the result will be that any segment of length 2 of the words accepted by the automaton is in set $S_2$. The principle for adding links and labels is the following: we concatenate a symbol $s$ in DNA alphabet to the word $w$ in one state $St_1$. If $\text{Suff}_k(ws)$ is the word in another state $St_2$, we add a link from $St_1$ to
Figure 7.5: The automaton for accepting words such that each word begins with words in $BE_2$ and ends with words in $EN_2$, and moreover, any segment of length $k$ is a word in $S_2$

$S_{t_2}$ with label $s$. For example, in Figure 7.4, we concatenate symbol $c$ to the word $aa$ in one of the states. Because $Suff_2(aac) = ac$ is the word in another state, we add a link from the state with $aa$ to the state with $ac$ and put label $c$ on the link. After adding links, we make states containing words in $EN_2$ to be accepting states. As a result, any word accepted by the automaton ends with a word in $EN$. The resulting automaton for $S_2$, $BE_2$, and $EN_2$ is shown in Figure 7.5.

Before we introduce the algorithm following the above method for constructing automata, we need to introduce the data structure for storing automata. In this project, we use a linked structure for storing automata. There are two kinds of
nodes: state nodes and link nodes. State nodes are used for storing information about the states in automata. The data structure of state nodes is the following:

```c
struct statenode
{
    int index;
    string word;
    bool initialstate;
    bool acceptingstate;
    linknode* nextlink;
    statenode* nextstate;
}
```

Link nodes are used for storing information of links from one state to another one. The data structure of link nodes is the following:

```c
struct linknode
{
    char label;
    int index;
    linknode* nextlink;
}
```

Note: in the above figure, the first boolean variable in the state nodes is for the initial state, and the second boolean variable is for the accepting states.

In each state node, there are two node pointers. Nextstate is used for linking all
the states together, so that we can easily go through all the states and quickly find a specific state. Nextlink maintains a list of link nodes that represent outgoing links from a state. For example, in Figure 7.6, we have a state node with index number 0 and two link nodes that represent the outgoing links from State 0. In the first link node, letter $a$ and number 1 represent that there is an outgoing link from State 0 to State 1.

In the implementation, we use the following algorithm to construct a deterministic automaton from a set $S$ and a pair of $BE$ and $EN$.

**Procedure:** given a set $S$, and a pair of $BE$ and $EN$, generate a deterministic automaton for accepting words such that each word begins with words in $BE$ and ends with words in $EN$, and, moreover, any segment of length $k$ is a word in $S$

**Input:** $S$, $BE$, and $EN$

Figure 7.6: The linked structure for storing the automaton in Figure 7.5
Output: a deterministic automaton in a linked structure that represents the desired automaton

create state nodes for each word in $S$, and make the state an accepting state if the word in the state is in $EN$

we now construct a trie for the words in $BE$. At first, we put the prefixes of length $k - 1$ of words in $BE$ into a vector. In the vector, each word has to be unique.

while the length of the words in the vector is greater than 0

create state nodes for the words in the vector and link the newly created state nodes in front of the existing linked list of state nodes.

clear the vector and put the prefixes of length $length - 1$ of the newly created state nodes into the vector, each word in the vector has to be unique.

length --

add the unique initial node, because each trie only has one initial node, and link it in front of the existing linked list of state nodes

add links among the states, if there is one outgoing link from a state represented by a state node, we add a link node to the linked list of link nodes maintained by the state node.

Reminder: recall that automaton $T^\circ$ for recognizing words in $S^\circ$ is also of a linked list structure, but the algorithm for constructing $T^\circ$ from a set $S$ is much simpler. We just construct a trie from $S$ and add links among the leaf states. The algorithm is similar with the above one and is omitted.

Because we want to apply the existing functions in Grail to manipulate automata,
we need to convert the automata obtained from the above process into an object of class `fm`. In Grail, a deterministic automaton is stored as three sets: a set of initial states, a set of accepting states, and a set of instructions. An instruction is a transition from one state to another state on an input letter. States and instructions of an automaton are objects of class `state` and class `inst` respectively. Class `set` is a subclass of class `array`, which is a dynamic array template class and allows an unlimited number of items to be added. For example,

```
a
```

Figure 7.7: The automaton accepting the language \((ab)^*\)

the automaton in Figure 7.7 is stored as follows:

Initial state set = \{State 1\}

Accepting state set = \{State 1, State 2\}

Instruction set = \{1 a 2, 1 b 3, 2 a 3, 2 b 1, 3 a 3, 3 b 3\}

Converting a deterministic automaton from a linked structure to an object of class `fm` can be easily done, so we are not going to go into the details. The next step is to generate DNA words that are accepted by a deterministic automaton and of a
desired length. Class \texttt{fm} provides a member function, \texttt{enumerate}, to enumerate words accepted by the automaton stored in an object of the class. Each word is an object of class \texttt{String}. The words are sorted by the lengths of the words and the quantity of the resulting words is specified by one of the parameters of the function. In our project, we need words of a certain fixed length, therefore, we add a new member function, \texttt{enumerateDNA}, to enumerate DNA words of the certain fixed length. The length is specified by one of the parameters. We use the automaton in Figure 7.5 as an example to compare the difference between the two functions. We convert the automaton in the format shown in Figure 7.6 into an object of class \texttt{fm}. The results of the function calls with different parameters are shown in Table 7.2.

Up to this point, the words generated by function \texttt{enumerateDNA} of an object of class \texttt{fm} are words in $B$. They only satisfy the bond-free property. As we have presented, to enable words generated by our system to meet more experimental requirements, we design two filters for the GC-ratio constraint and the continuity constraint. In the GC-ratio constraint filter, we apply the method in Section 6.2.1. We construct deterministic automata with three parameters, $r_1$, $r_2$, and $l$, to remove words that do not satisfy the GC-ratio constraint from $B$. Similarly, in the continuity constraint filter, we apply the method in Section 6.2. We construct deterministic automata with two parameters, $q$ and $l$, to remove words that do not satisfy the continuity constraint from $B$. 
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Table 7.2: The outputs of the functions **enumerate** and **enumerateDNA** of an object of class `fm` with parameter 10 and parameter 3 respectively

<table>
<thead>
<tr>
<th>Parameter</th>
<th>enumerate</th>
<th>enumerateDNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>aa</td>
<td>caa</td>
<td></td>
</tr>
<tr>
<td>ac</td>
<td>cac</td>
<td></td>
</tr>
<tr>
<td>ca</td>
<td>cca</td>
<td></td>
</tr>
<tr>
<td>cc</td>
<td>ccc</td>
<td></td>
</tr>
<tr>
<td>aaa</td>
<td>aaa</td>
<td></td>
</tr>
<tr>
<td>aac</td>
<td>aac</td>
<td></td>
</tr>
<tr>
<td>aca</td>
<td>aca</td>
<td></td>
</tr>
<tr>
<td>acc</td>
<td>acc</td>
<td></td>
</tr>
<tr>
<td>aga</td>
<td>aga</td>
<td></td>
</tr>
<tr>
<td>caa</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7.3 Implementation of the direct encoding system

In this method, we apply Theorem 9 in [28] (shown further below) to produce DNA codewords (because both the input and the output are DNA words, we call the input DNA words the data words and call output DNA words the DNA codewords). Since the DNA codewords produced by this theorem only satisfy the bond-free constraint, in addition, we will pass the produced DNA codewords into the GC-ratio constraint filter and the continuity constraint filter depending on whether users want the DNA
codewords to satisfy these constraints.

**Theorem 7** in [28], Let $I$ be a nonempty subset of $\{1, \ldots, k\}$ of cardinality $\lfloor k/2 \rfloor + 1 + \lfloor (d + k\%2)/2 \rfloor$. Then the language $B^+$ is $(\tau, H_{d,k})$-bond-free, where

$$B = \{v \in \Sigma^k | \text{if } i \in I \text{ then } v[i] \in \{a, c\}\}.$$  

The advantage of some codes defined by this theorem is that they can be used for encoding and decoding data in linear time. The authors of [28] provide an instance of the code $B$ as follows:

$$B = \Sigma^{k-l}\{a, c\}^l$$

such that $l$ is even, where $l = \lfloor k/2 \rfloor + 1 + \lfloor (d + k\%2)/2 \rfloor$. For example, this is true when $d$ and $k$ are even and $k + d + 2$ is a multiple of 4. Let $n$ be the quantity $k - l/2$. Every word $a_1 \cdots a_n$ in $\Sigma^n$ can be encoded with a codeword in $B$ as follows. Each symbol $a_i$ is encoded as $a_i$, for $i = 1, \ldots, k - l$, and each symbol $a_j$ is encoded as

- $aa$, if $a_j = a$;
- $ac$, if $a_j = c$;
- $ca$, if $a_j = g$;
- $cc$, if $a_j = t$;

for $j = k - l + 1, \ldots, n$. For example, if $k = 10$ and $d = 4$ then $l = 8$ and $n = 6$. This way the word $acctga$ will be encoded as $acacccaaaa$.

Since, in the web system, users might select a pair of $k$ and $d$ such that $k + d + 2$ is not a multiple of 4. In this case, the value of $l$ will not be an even number. As a result, the quantity of $n$ will not be an integer. To avoid this kind of situation, when
calculating \( l \), we will round it up to the nearest even number. This rounding will affect the number of the positions where the symbols remain the same, especially for small \( k \)s. For instance, if \( k = 3 \) and \( d = 1 \), then \( l = \lfloor 3/2 \rfloor + 1 + \lfloor (1 + 3 \times 2)/2 \rfloor = \lfloor 1.5 \rfloor + 1 + \lfloor (1 + 1)/2 \rfloor = 1 + 1 + 1 = 3 \), which is not an even number. If we round it up to the nearest even number 4, the number of the positions where the symbols remain the same will be \( k - l = 3 - 4 = -1 \). For this reason, in the implementation, we exclude \( k = 3 \) from the options of the value for \( k \).

After users specified the values for \( k \) and \( d \), we will calculate \( l \) and \( n \). If the users do not require any additional constraints, we will simply follow the encoding/decoding rules presented above. If the users require the GC-ratio constraint or the continuity constraint, we produce all the words in \( \Sigma^n \) as data words, apply the encoding rules to produce the encoded DNA codewords, pass the DNA codewords through the filters, and then, list the remaining data words and DNA codewords in a look-up table. The users will only be allowed to enter combinations of the data words or the DNA codewords in the look-up table to perform encoding or decoding.

7.4 Experimental results of the subword closure operation encoding system

In this section, we will make use of our system with values of parameters and collect some data from the results.

To generate \( B \)-blocks for DNA computing related constraints, we need to construct
a set $S$. When we construct $S$, we need three parameters: the word length $k$, the Hamming distance $d$, and the starting word $w$, which is required by the algorithm in Section 6.1. In the algorithm, we generate all the DNA words of a fixed length and list them alphabetically. For example, all the words of length 2 are listed as follows: $aa, ac, ag, at, ca, cc, cg, ct, ga, gc, gg, gt, ta, tc, tg, tt$.

Here, we need to notice two things. The first one is that the starting word affects the resulting set. Let us explain the reason with the above example. If the starting word is $aa$, and the Hamming distance is set to be 0, we have to remove $tt$ from the list, because $\tau(tt) = aa$. As a result, $tt$ would not appear in $S$. Obviously, if the starting word is set to be $tt$, we will not have $aa$ in $S$, for the same reason. The other thing we need to notice is that the order of removing words that violate the bond-free property affects the resulting set. The reason is almost the same as the reason for the starting word. When we construct $S$, we keep removing DNA words from the list that contains all the DNA words of a fixed length. If we have two words $w$ and $v$ and the Hamming distance between $w^R$ and $v$ is less than $d$, if we remove $w$ first, $v$ might appear in $S'$; in the opposite way, if we remove $v$ first, $w$ might appear in $S$.

In the implementation of the algorithm in Section 6.1, we pick words sequentially from the beginning of lists as shown above, generate Hamming balls of the words, complement and reverse words in the Hamming balls, and remove the complemented and reversed words from the lists. After the procedure, it is very possible that the words in the front of the list stay in set $S$. They are the words that contain one or more $a$s. For this reason, we suggest to use words that only consist of $a$s as the
starting words. We also can see that words consisting of only as can provide larger sets of Bs — see Table 7.3 and Table 7.4.

<table>
<thead>
<tr>
<th></th>
<th>4</th>
<th>5</th>
<th>6</th>
<th></th>
<th>4</th>
<th>5</th>
<th>6</th>
<th></th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>aa</td>
<td>20</td>
<td>45</td>
<td>101</td>
<td>ca</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>ga</td>
<td>20</td>
<td>45</td>
<td>101</td>
</tr>
<tr>
<td>ac</td>
<td>6</td>
<td>10</td>
<td>19</td>
<td>cc</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>gc</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>ag</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>cg</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>gg</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>at</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>ct</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>gt</td>
<td>5</td>
<td>8</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 7.3: The sizes of Bs of length 4, 5, and 6 generated with different starting words w, where k = 2 and d = 0.

In Table 7.5, we compare the sizes of B and the densities of $S^\circ$ of different lengths produced from different Ss satisfying values of parameters.
<table>
<thead>
<tr>
<th>w</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>w</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>w</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>aaa</td>
<td>55</td>
<td>148</td>
<td>412</td>
<td>caa</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>gaa</td>
<td>28</td>
<td>60</td>
<td>136</td>
</tr>
<tr>
<td>aac</td>
<td>21</td>
<td>64</td>
<td>172</td>
<td>cac</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>gac</td>
<td>26</td>
<td>57</td>
<td>129</td>
</tr>
<tr>
<td>aag</td>
<td>29</td>
<td>70</td>
<td>172</td>
<td>cag</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>gag</td>
<td>27</td>
<td>59</td>
<td>134</td>
</tr>
<tr>
<td>aat</td>
<td>26</td>
<td>60</td>
<td>139</td>
<td>cat</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>gat</td>
<td>17</td>
<td>38</td>
<td>87</td>
</tr>
<tr>
<td>aca</td>
<td>26</td>
<td>59</td>
<td>136</td>
<td>cca</td>
<td>4</td>
<td>7</td>
<td>12</td>
<td>gca</td>
<td>17</td>
<td>37</td>
<td>83</td>
</tr>
<tr>
<td>acc</td>
<td>15</td>
<td>34</td>
<td>81</td>
<td>ccc</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>gcc</td>
<td>17</td>
<td>37</td>
<td>83</td>
</tr>
<tr>
<td>acg</td>
<td>9</td>
<td>18</td>
<td>39</td>
<td>ccg</td>
<td>26</td>
<td>58</td>
<td>127</td>
<td>gcg</td>
<td>17</td>
<td>37</td>
<td>83</td>
</tr>
<tr>
<td>act</td>
<td>7</td>
<td>13</td>
<td>24</td>
<td>cct</td>
<td>26</td>
<td>58</td>
<td>127</td>
<td>gct</td>
<td>17</td>
<td>37</td>
<td>83</td>
</tr>
<tr>
<td>aga</td>
<td>7</td>
<td>13</td>
<td>23</td>
<td>cga</td>
<td>26</td>
<td>58</td>
<td>127</td>
<td>gga</td>
<td>17</td>
<td>37</td>
<td>83</td>
</tr>
<tr>
<td>agc</td>
<td>7</td>
<td>13</td>
<td>23</td>
<td>cgc</td>
<td>17</td>
<td>37</td>
<td>83</td>
<td>ggc</td>
<td>17</td>
<td>37</td>
<td>83</td>
</tr>
<tr>
<td>agg</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>cgg</td>
<td>17</td>
<td>37</td>
<td>83</td>
<td>ggg</td>
<td>17</td>
<td>37</td>
<td>83</td>
</tr>
<tr>
<td>agt</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>cgt</td>
<td>26</td>
<td>58</td>
<td>127</td>
<td>ggt</td>
<td>14</td>
<td>28</td>
<td>59</td>
</tr>
<tr>
<td>ata</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>cta</td>
<td>26</td>
<td>58</td>
<td>127</td>
<td>gta</td>
<td>8</td>
<td>14</td>
<td>24</td>
</tr>
<tr>
<td>atc</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>ctc</td>
<td>27</td>
<td>61</td>
<td>136</td>
<td>gtc</td>
<td>8</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>atg</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>ctg</td>
<td>27</td>
<td>59</td>
<td>134</td>
<td>gtg</td>
<td>8</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>att</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>ctt</td>
<td>26</td>
<td>57</td>
<td>129</td>
<td>gtt</td>
<td>4</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 7.4: The sizes of Bs of length 5, 6, and 7 generated with different starting words w, where $k = 3$ and $d = 0$. 
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| k=2 | $|B|$ | 9  | 20 | 45 | 101 | 227 | 510 | 1146 | 2575 | 5786 | 13001 |
|-----|-----|----|----|----|-----|-----|-----|-----|-----|-----|-----|
| d=0 | $|S^{\circ}(l)|$ | 14 | 31 | 70 | 157 | 353 | 793 | 1782 | 4004 | 8997 | 20216 |
| k=3 | $|B|$ | 8  | 21 | 55 | 148 | 412 | 1125 | 3057 | 8346 | 22820 | 62285 |
| d=0 | $|S^{\circ}(l)|$ | 32 | 80 | 232 | 640 | 1706 | 4654 | 12786 | 34869 | 95022 | 259573 |
| k=3 | $|B|$ | 3  | 6  | 10 | 18  | 32  | 57  | 101  | 180  | 320  | 569  |
| d=1 | $|S^{\circ}(l)|$ | 12 | 21 | 41 | 71  | 124 | 224 | 398  | 705  | 1256 | 2235 |
| k=4 | $|B|$ | 9  | 26 | 88 | 225 | 577 | 1563 | 4369 | 11988 | 32854 |
| d=0 | $|S^{\circ}(l)|$ | 120| 270| 695| 2032| 5692| 15588| 41388| 112205| 306605 |
| k=4 | $|B|$ | 12 | 23 | 50 | 101 | 213 | 438 | 914  | 1891 | 3932 |
| d=1 | $|S^{\circ}(l)|$ | 69 | 159| 312| 672 | 1365| 2868 | 5910 | 12318 | 25503 |
| k=4 | $|B|$ | 3  | 5  | 8  | 12  | 19  | 31  | 49   | 77   | 122  |
| d=2 | $|S^{\circ}(l)|$ | 21 | 30 | 54 | 92  | 140 | 215 | 343  | 554  | 879  |
| k=5 | $|B|$ | 10 | 30 | 88 | 303 | 778 | 2095 | 5374 | 15060 |
| d=0 | $|S^{\circ}(l)|$ | 512| 1200| 2920| 7588| 22794| 66504| 192132| 543506 |
| k=5 | $|B|$ | 22 | 51 | 118| 299 | 728 | 1800 | 4407 | 10798 |
| d=1 | $|S^{\circ}(l)|$ | 276| 669 | 1662| 4169| 10271| 24967| 61026 | 149807 |
| k=5 | $|B|$ | 14 | 26 | 49 | 93  | 175 | 331 | 625  | 1180 |
| d=2 | $|S^{\circ}(l)|$ | 156| 309 | 588 | 1101| 2100 | 3945 | 7455  | 14088 |
| k=5 | $|B|$ | 3  | 5  | 7  | 10  | 14  | 21  | 32   | 48   |
| d=3 | $|S^{\circ}(l)|$ | 39 | 48 | 75 | 135 | 209 | 293 | 407  | 590  |

Table 7.5: The sizes of $B$s and the density of $S^{\circ}$ of different lengths generated with the parameters $k$, $d$, and $w$, where $w$ only consists of as.
Table 7.6: The sizes of $B_s$ of different lengths generated with the parameters $k$, $d$, and $w$, where $w$ only consists of as. In addition, all the words satisfy the GC-ratio constraint, where $r_1 = 40\%$ and $r_2 = 60\%$.

In Table 7.6, we list the sizes of $B_s$ of different lengths produced from different pairs of $k$ and $d's$ and satisfying only the GC-ratio constraint. The lower bound and the upper bound of the GC-ratio are 40% and 60%.

Note that all DNA words in $B_s$ in Table 7.6, 7.7, and 7.8 satisfy the bond-free constraint by default.
<table>
<thead>
<tr>
<th>Parameters \ Lengths</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=2$, $d=0$</td>
<td>9</td>
<td>20</td>
<td>43</td>
<td>95</td>
<td>209</td>
<td>460</td>
<td>1011</td>
<td>2224</td>
<td>4891</td>
<td>10757</td>
</tr>
<tr>
<td>$k=3$, $d=0$</td>
<td>8</td>
<td>21</td>
<td>54</td>
<td>145</td>
<td>398</td>
<td>1073</td>
<td>2890</td>
<td>7808</td>
<td>21113</td>
<td>57027</td>
</tr>
<tr>
<td>$k=3$, $d=1$</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>16</td>
<td>27</td>
<td>46</td>
<td>78</td>
<td>132</td>
<td>225</td>
<td>382</td>
</tr>
<tr>
<td>$k=4$, $d=0$</td>
<td>9</td>
<td>25</td>
<td>84</td>
<td>212</td>
<td>530</td>
<td>1423</td>
<td>3950</td>
<td>10753</td>
<td>29071</td>
<td></td>
</tr>
<tr>
<td>$k=4$, $d=1$</td>
<td>9</td>
<td>19</td>
<td>36</td>
<td>76</td>
<td>147</td>
<td>308</td>
<td>612</td>
<td>1247</td>
<td>2509</td>
<td></td>
</tr>
<tr>
<td>$k=4$, $d=2$</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>12</td>
<td>18</td>
<td>25</td>
<td>35</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$k=5$, $d=0$</td>
<td>9</td>
<td>28</td>
<td>82</td>
<td>284</td>
<td>697</td>
<td>1823</td>
<td>4553</td>
<td>12641</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=5$, $d=1$</td>
<td>21</td>
<td>48</td>
<td>110</td>
<td>274</td>
<td>653</td>
<td>1602</td>
<td>3865</td>
<td>9331</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=5$, $d=2$</td>
<td>13</td>
<td>24</td>
<td>42</td>
<td>77</td>
<td>137</td>
<td>248</td>
<td>447</td>
<td>802</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=5$, $d=3$</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.7: The sizes of $B$s of different lengths generated with the parameters $k$, $d$, and $w$, where $w$ only consists of $a$s. In addition, all the words satisfy the continuity constraint, where $q = 5$.

In Table 7.7, we list the sizes of $B$s of different lengths produced from different pairs of $k$ and $d$s and satisfying only the continuity constraint. The length limit of the continuity constraint is 5.
<table>
<thead>
<tr>
<th>Parameters \ Lengths</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>k=2, d=0</td>
<td>7</td>
<td>8</td>
<td>30</td>
<td>83</td>
<td>133</td>
<td>376</td>
<td>593</td>
<td>1710</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=3, d=0</td>
<td>6</td>
<td>9</td>
<td>36</td>
<td>116</td>
<td>226</td>
<td>790</td>
<td>1474</td>
<td>5266</td>
<td>16683</td>
<td>35846</td>
</tr>
<tr>
<td>k=3, d=1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>9</td>
<td>4</td>
<td>14</td>
<td>5</td>
<td>20</td>
<td>64</td>
<td>27</td>
</tr>
<tr>
<td>k=4, d=0</td>
<td>3</td>
<td>17</td>
<td>70</td>
<td>121</td>
<td>392</td>
<td>756</td>
<td>2760</td>
<td>8730</td>
<td>18896</td>
<td></td>
</tr>
<tr>
<td>k=4, d=1</td>
<td>1</td>
<td>9</td>
<td>23</td>
<td>20</td>
<td>66</td>
<td>44</td>
<td>176</td>
<td>536</td>
<td>448</td>
<td></td>
</tr>
<tr>
<td>k=4, d=2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>k=5, d=0</td>
<td>5</td>
<td>22</td>
<td>47</td>
<td>207</td>
<td>342</td>
<td>1173</td>
<td>3531</td>
<td>7923</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=5, d=1</td>
<td>14</td>
<td>38</td>
<td>66</td>
<td>202</td>
<td>342</td>
<td>1063</td>
<td>2973</td>
<td>5614</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=5, d=2</td>
<td>5</td>
<td>14</td>
<td>7</td>
<td>26</td>
<td>9</td>
<td>42</td>
<td>140</td>
<td>62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=5, d=3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.8: The sizes of $B_s$ of different lengths generated with the parameters $k$, $d$, and $w$, where $w$ only consists of as. In addition, all the words satisfy both the GC-ratio constraint and the continuity constraint, where $r_1 = 40\%$, $r_2 = 60\%$ and $q = 5$.

In Table 7.8, we list the sizes of $B_s$ of different lengths produced from different pairs of $k$ and $d$s and satisfying both the GC-ratio constraint and the continuity constraint. The lower bound and the upper bound of the GC-ratio are 40% and 60%. The length limit of the continuity constraint is 5.

In Table 7.9, we can see that the third set of parameters is $k = 4$, $d = 0$, $r_1 = 40\%$, $r_2 = 60\%$, and $q = 5$, which are the same as the parameters in the fourth row in Table 7.8. This is the reason that, when we want 50 DNA words, the system generates
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Sample codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 3, d = 0, q = 3$</td>
<td>aacagc aaccga aagcca aacgca acaagc acacca acagca acacga acagca</td>
</tr>
<tr>
<td>$r_1 = 50%$, $r_2 = 50%$</td>
<td>acagga accaca accaga accgaa acgaca acgcaa aagaac agacca</td>
</tr>
<tr>
<td>Desired number = 40</td>
<td>agacga agcaca acgcaa agccaa aggaca caacga caacga caacga</td>
</tr>
<tr>
<td></td>
<td>caagga cacaca cacaga caccaa cacgaa cactca cagaca cagcag</td>
</tr>
<tr>
<td></td>
<td>ccaaca ccaaca ccagaa cgaaca cgaaga cgcagaa</td>
</tr>
<tr>
<td>$k = 4, d = 0, q = 3$</td>
<td>aacacca aacgcaa aacgccaa aactca aagacca aagccaa aaggca aacagg</td>
</tr>
<tr>
<td>$r_1 = 50%$, $r_2 = 50%$</td>
<td>acaacca acaccaa acagcaa acgcna aatccaa accacca accacca aaccacca</td>
</tr>
<tr>
<td>Desired number = 20</td>
<td>acgcna acctca acctca acgacaa acgacaa acgcna</td>
</tr>
<tr>
<td>$k = 4, d = 0, q = 5$</td>
<td>aacaca aacca aaccga aagccaa aatccaa acaca acacca acacca</td>
</tr>
<tr>
<td>$r_1 = 40%$, $r_2 = 60%$</td>
<td>accaa aaccca acccca aaccca aacccca acccna aaccna aaccna</td>
</tr>
<tr>
<td>Desired number = 50</td>
<td>agacga agacca agccaa agccaa aggcca aagtca acacca cagcca</td>
</tr>
<tr>
<td></td>
<td>cagcca catcca cactcc ccaaaa cccca cctaa cctca cctaca</td>
</tr>
<tr>
<td></td>
<td>( a portion of words in the resulting set )</td>
</tr>
<tr>
<td>$k = 4, d = 1, q = 5$</td>
<td>aacacca aagacca acaacca acacaac aacaca aacaca aacaca aacaca</td>
</tr>
<tr>
<td>$r_1 = 40%$, $r_2 = 60%$</td>
<td>acacagaa acagaca acagaaga acagaga acagaga aagaacca</td>
</tr>
<tr>
<td>Desired number = 50</td>
<td>agacacca agacaaga agacacca agacagaa agagaaga aagaaga aagaaga</td>
</tr>
<tr>
<td></td>
<td>aagacacca caacacca caacaca caacaca aaccaa aacacca</td>
</tr>
<tr>
<td></td>
<td>caacacca caagagaa caagacca caacaaca caacaca aacaca aacaca</td>
</tr>
<tr>
<td></td>
<td>( a portion of words in the resulting set )</td>
</tr>
</tbody>
</table>

Table 7.9: Sample codes generated with specified parameters
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words of length 6, since the number of the words of length 6 covers the number of the range from 18 to 70. The fourth set of parameters in Table 7.9 is another example, which refers to the fifth row in Table 7.8.

7.5 Experimental results of the direct encoding system

In this section, we produce DNA codewords — because both the data words and the codewords are DNA words, we use the terms DNA datawords and DNA codewords to make a distinction — by using the same parameters as what are used in the last section. In the direct encoding method, if we consider only the bond-free constraint, we actually encode each symbol in the DNA datawords. The number of DNA datawords depends on the parameters that the users want the DNA codewords to satisfy. We have already presented this fact in Section 7.3. Therefore, given a fixed pair of \( k \) (the length of codewords) and \( d \) (the Hamming distance), the number of DNA datawords (say \( |N| \), where \( N = \Sigma^n \)) can be calculated by using the methods in Section 7.3. However, if we want to encode more DNA datawords into DNA codewords produced with the same \( k \) and \( d \), we can use DNA codewords in \( N^i \), where \( i \geq 2 \). Similarly, when considering additional constraints, we still can use DNA codewords in \( N^i \), where \( i \geq 2 \) and \( N \subseteq \Sigma^n \).

In the following tables, we obtain the sizes of some DNA codeword sets satisfying different constraints, and using values of parameters.
<table>
<thead>
<tr>
<th>$k \backslash d$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$4^2$</td>
<td>$4^2$</td>
<td>$4^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$4^3$</td>
<td>$4^3$</td>
<td>$4^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$4^4$</td>
<td>$4^4$</td>
<td>$4^3$</td>
<td>$4^3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$4^5$</td>
<td>$4^4$</td>
<td>$4^4$</td>
<td>$4^4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$4^5$</td>
<td>$4^5$</td>
<td>$4^5$</td>
<td>$4^5$</td>
<td>$4^4$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$4^6$</td>
<td>$4^6$</td>
<td>$4^5$</td>
<td>$4^5$</td>
<td></td>
<td>$4^5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$4^7$</td>
<td>$4^7$</td>
<td>$4^6$</td>
<td>$4^6$</td>
<td>$4^6$</td>
<td>$4^6$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$4^8$</td>
<td>$4^7$</td>
<td>$4^7$</td>
<td>$4^7$</td>
<td>$4^7$</td>
<td>$4^6$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td>$4^7$</td>
<td>$4^7$</td>
<td>$4^7$</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$4^9$</td>
<td>$4^9$</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$4^{10}$</td>
<td>$4^{10}$</td>
<td>$4^9$</td>
<td>$4^9$</td>
<td>$4^9$</td>
<td>$4^8$</td>
<td>$4^8$</td>
<td>$4^8$</td>
</tr>
</tbody>
</table>

Table 7.10: The sizes of DNA codeword sets calculated in response to different pairs of $k$ and $ds$. The DNA codewords only satisfy the bond-free constraint.

In Table 7.10, we list the sizes of DNA codeword sets produced from different pairs of $k$ and $ds$ and only satisfying the bond-free constraint.
Table 7.11: The sizes of DNA codeword sets calculated in response to different pairs of \( k \) and \( d_s \). The DNA codewords satisfy the bond-free constraint and the GC-ratio constraint, where \( r_1 = 40\% \) and \( r_2 = 60\% \).

In Table 7.11, we list the sizes of DNA codeword sets produced from different pairs of \( k \) and \( d_s \) and satisfying the bond-free constraint and the GC-ratio constraint, where \( r_1 = 40\% \) and \( r_2 = 60\% \).
<table>
<thead>
<tr>
<th>$k \setminus d$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>62</td>
<td>62</td>
<td>62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>246</td>
<td>246</td>
<td>58</td>
<td>58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>980</td>
<td>228</td>
<td>228</td>
<td>228</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>904</td>
<td>904</td>
<td>904</td>
<td>904</td>
<td>216</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
<td>848</td>
<td>848</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>14370</td>
<td>14370</td>
<td>3362</td>
<td>3362</td>
<td>3362</td>
<td>3362</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>57306</td>
<td>13390</td>
<td>13390</td>
<td>13390</td>
<td>13390</td>
<td>3150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>53448</td>
<td>53448</td>
<td>53448</td>
<td>53448</td>
<td>12488</td>
<td>12488</td>
<td>12488</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>213144</td>
<td>213144</td>
<td>213144</td>
<td>49736</td>
<td>49736</td>
<td>49736</td>
<td>49736</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>850032</td>
<td>850032</td>
<td>198528</td>
<td>198528</td>
<td>198528</td>
<td>198528</td>
<td>46400</td>
<td>46400</td>
</tr>
</tbody>
</table>

Table 7.12: The sizes of DNA codeword sets calculated in response to different pairs of $k$ and $d$. The DNA codewords satisfy the bond-free constraint and the continuity constraint, where $q = 5$.

In Table 7.12, we list the sizes of DNA codeword sets produced from different pairs of $k$ and $d$ and satisfying the bond-free constraint and the continuity constraint, where $q = 5$. 
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Table 7.13: The sizes of DNA codeword sets calculated in response to different pairs of \( k \) and \( d \). The DNA codewords satisfy the bond-free constraint, and GC-ratio constraint, and the continuity constraint, where \( r_1 = 40\% \), \( r_2 = 60\% \), and \( q = 5 \).

In Table 7.13, we list the sizes of DNA codeword sets produced from different pairs of \( k \) and \( d \) and satisfying the bond-free constraint, the GC-ratio constraint, and the continuity constraint, where \( r_1 = 40\% \), \( r_2 = 60\% \), and \( q = 5 \).

<table>
<thead>
<tr>
<th>( k \backslash d )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>200</td>
<td>50</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>560</td>
<td>140</td>
<td>140</td>
<td>140</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>706</td>
<td>706</td>
<td>706</td>
<td>706</td>
<td>174</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10252</td>
<td>10252</td>
<td>2492</td>
<td>2492</td>
<td>2492</td>
<td>2492</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>47238</td>
<td>11340</td>
<td>11340</td>
<td>11340</td>
<td>11340</td>
<td>2740</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>36486</td>
<td>36486</td>
<td>36486</td>
<td>36486</td>
<td>8846</td>
<td>8846</td>
<td>8846</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>170094</td>
<td>170094</td>
<td>170094</td>
<td>40800</td>
<td>40800</td>
<td>40800</td>
<td>40800</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>540672</td>
<td>540672</td>
<td>130356</td>
<td>130356</td>
<td>130356</td>
<td>130356</td>
<td>31524</td>
<td>31524</td>
</tr>
</tbody>
</table>
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7.6 Comparison between the results of the two systems

We have two implementations that produce words for desired constraints. The advantage of the subword closure operation encoding system is that the method is general enough for arbitrary local constraints. Users can provide a set $S$ in which the words are of a fixed length and preserve a certain property. The method applied in the subword closure operation encoding system are able to produce words in $S^\circ$. As a result, the property will be kept within words whose lengths are longer than the word length in $S$. This system can also be used for producing DNA words satisfying the DNA computing related constraints. The drawback of this system is the efficiency. However, it is possible to improve the efficiency by improving the methods for producing $EN$. We discuss this in the next chapter as a possible future work of this research. The direct encoding system can only produce DNA codewords satisfying the DNA computing related constraints, but the advantage of this system is that it can perform encoding and decoding in linear time. A drawback of this method is that, when considering either the GC-ratio constraint or the continuity constraint or both, we can not encode arbitrary data. Here, the arbitrary data really means all the DNA datawords of a certain length.

From the results in the previous two sections, we can see that the direct encoding system produces better results when producing DNA words satisfying the DNA computing related constraints. For example, in Table 7.6 and Table 7.11, when $k = 4$ and
$d = 0$ and the length of the DNA codewords is 4, the direct encoding system allows us to encode 6 datawords as opposed to encoding 3 datawords that is allowed by the subword closure operation encoding system. However, if we want to encode more than 6 datawords into a language satisfying the same constraints with the same parameters, the subword closure operation encoding system might provide a better information ratio. For example, if we want to encode 10 datawords into a language that satisfies the bond-free constraint with $k = 4$ and $d = 0$ and the GC-ratio constraint with $r_1 = 40\%$ and $r_2 = 60\%$, we still have to look at Table 7.6 and Table 7.11. This time, the subword closure operation encoding system allows us to use DNA codewords of length 5 to encode the 10 datawords, but we have to use DNA codewords of length 8 to encode these 10 datawords, since $|N| < 10 < |N^2|$, where $N$ contains the 6 datawords shown in Table 7.11.

In another case, in Table 7.6 and Table 7.11, if we use the same constraints with the same parameters, the subword closure operation encoding system allows us to encode up to 403 datawords when the codeword length is 8; the direct encoding method allows us to encode up to 36 words when the codeword length is 8, since $|N^2| = 36$. It seems that, in this case, the subword closure operation encoding system provides a better result. However, by using Theorem 4 in Section 3.6.4, we know that $(\tau, H_{0,4})$-bond-free is the same as $(\tau, H_{1,8})$-bond-free. Therefore, if we look at Table 7.11, we can encode up to 728 datawords into the language satisfying the same constraints with the same parameters.

In all, the two systems provide us many ways to produce DNA codewords satisfying
desirable constraints. That which method can provide a better result really depends on what kind of codeword set the users want to produce.

7.7 Discussion

In the subword closure operation encoding system, we apply the two guidelines in Chapter 6 and the recursive formula in Chapter 4 to choose an $EN$ and apply the $B$-block method to produce DNA words. The two guidelines are non-deterministic and might not always work. The reason we still use them is that, if they work, this method produces more codewords than or at least equal to the result produced by Lemma 3. We say this because the method for checking if the two guidelines worked is to check if there is at least one cycle-intersection node in the deterministic automaton produced from the $EN$ and the corresponding $BE$ produced by the two guidelines. The worst case that the two guidelines succeeded is that there is only one cycle-intersection node. Therefore, the result obtained by using the two guidelines will be better or at least equal to the result produced by Lemma 3, since there may be other cycles that are involved to produce DNA words.

Actually, the two guidelines worked very well when we tested the system by using many different sets of parameters. We have used 336 different sets of parameters: all the DNA words of length 2 as the starting word and $d = 0$ (16 sets of parameters), all the DNA words of length 3 as the starting word and $d = 0$ (64 sets of parameters), and all the DNA words of length 4 as the starting word and $d = 0$ (256 sets of parameters). The $T^\circ$s produced for accepting $S^\circ$s do not contain any cycle-intersection node when
$S$s are produced with the following parameters: $k = 2$, $d = 0$, and $w \in \{ag, at, ca, ta, tc, tg\}$. In the remaining 330 cases, the $T^\otimes$s contain cycle-intersection nodes and the automata produced from $EN$s and the corresponding $BE$s produced by the two guidelines also contain cycle-intersection nodes.
Chapter 8

Conclusion and future work

8.1 Conclusion and discussion

In this thesis, we introduced a method for encoding arbitrary data into DNA languages that satisfy important constraints in DNA computing. Moreover, this method can be applied to encode arbitrary data into languages produced by the subword operation applied on a word set satisfying any arbitrary local constraint.

Along with the research, we investigated properties of the subword closure operation and proposed the concept of B-block to address the problem that not any concatenation of two words in $S^\circ$ is in the same $S^\circ$. Moreover, we introduced a recursive formula to calculate the density of languages produced by the subword closure operation.

To answer the question of whether we can produce an arbitrarily large $B$ of a fixed length or not, in Chapter 5, we investigated the properties of cycles in automata and
introduced methods for checking if an automaton $T^\oplus$ can produce an arbitrarily large $B$, where $T^\oplus$ is the automaton for accepting $S^\oplus$.

We apply the subword closure operation to construct languages from word sets satisfying desirable local constraints. In Chapter 6, we proposed some construction methods for producing word sets that satisfy the desirable local constraints. We should notice that we convert the GC-ratio constraint from a global constraint to a local constraint, since any concatenation of any DNA words that are of a fixed length and satisfy a GC-ratio constraint satisfies the same GC-ratio constraint in which the two parameters $r_1$ and $r_2$ remain the same. We proved this in Section 6.2.1. After obtaining a set $S$ representing an individual local constraint, we can produce a language $S^\oplus$. Also, we can produce a $B$ of a fixed length that is a subset of $S^\oplus$. However, sometimes, we need a $B$ in which all the words satisfy more than one local constraint. Theoretically, we can construct several languages each of which satisfies one desired local constraint, for example $S_1^\oplus \cap S_2^\oplus \cap \cdots \cap S_n^\oplus$, where each $S_i$ represents one desired local constraint. However, this might not be practical, since every time we intersect two languages, the number of states of the automaton for accepting the intersection language is the product of the numbers of the states of the two automata that accept the two languages. In this thesis, automata used for accepting $S^\oplus$s can be large, and automata for accepting intersection languages can be even larger. Therefore, we used a trade-off method to make sure that the produced languages satisfy the bond-free constraint and the system can work efficiently, since the bond-free constraint is the major concern in DNA computing. The definition
of $B$-block ensures that $B^+ \subseteq S^\circ$, so we first produce a $B$ satisfying the bond-free constraint, and then, if additional constraints are required by users, pass all the words in $B$ through additional filters. As a result, the remaining words will satisfy the desired constraints. However, if the continuity constraint is required by the users and we concatenate two words among the remaining words, not every concatenation will satisfy the same continuity constraint.

In Chapter 7, we implemented a system to produce DNA languages satisfying desirable constraints for encoding arbitrary data. Some experimental results were obtained in response to values of parameters. Also, we briefly compared some results obtained from the two subsystems.

8.2 Future work

As we are gaining more understanding about the properties of cycles in automata, we realize that there is a lot more that can be done to improve the methods proposed in this thesis. In this section, we present a few ideas for future research.

One aspect that we can improve is the algorithm for choosing $EN$ in Section 7.2. As we see in Example 10, the algorithm introduced in that section does not directly follow the two guidelines proposed in Chapter 6 and can not always provide the best choice of $EN$. In the further discussion in the same example, we see that, even if we follow the two guidelines, we still might not be able to obtain the best choice of $EN$. The reason we use this algorithm in the system is that it works efficiently and provide good choices of $EN$ in most of the times. On the other hand, we believe there is more
that can be done to improve both the accuracy and the efficiency of this algorithm.

In this thesis, to be able to produce larger $B$ from the same $S$, we use the two guidelines in Chapter 6 and the recursive formula in Chapter 4 to evaluate some possible ENs. However, this method might not always give us the best choice. As we see in Chapter 5, the real property that allows us to produce longer words and arbitrarily large $Bs$ is the communicating cycles in deterministic automata. Currently, we have the concept of 2-way communicating cycles and cycle-intersection nodes to make sure that can we produce arbitrarily large $Bs$. But this is not enough. So another research direction is to investigate the properties of $n$-way communicating cycles and $n$-cycle-intersection nodes that allow us to improve the information ratio of $Bs$ and improve the efficiency of the system. It is possible that the higher the $n$ is, the larger $B$ we can produce, which is produced from the $n$ cycles starting from the $n$-cycle-intersection node. If we are able to evaluate the complexity of cycles in deterministic automata, we do not need the two guidelines any more, because the evaluation will be deterministic and we will be able to know which EN is the best choice.

As stated in the previous section, we use a trade-off method to produce DNA languages. We not only make sure that the resulting languages satisfy the bond-free constraint, the major constraint in DNA computing, but also make sure the system works efficiently. However, the continuity constraint sometimes will be violated in the concatenations of the DNA words in $B$ that passed through the continuity constraint filter. This is a problem we can address in the future.
When we test the effectiveness of the two guidelines, we used 336 different sets of parameters. We did not find a case such that a $T^\circ$ contains at least one cycle-intersection node and the two guidelines fail to find a proper $EN$. To cover a wide range of situations, it is necessary to test more data sets in the future research.
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