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Abstract

Exploring Local Delaunay Graph based Neural Network

for 3D Object Detection

By

Bivash Pandey

Three-dimensional object detectors are essential components of the perception sys-

tems of autonomous robots. Most of the 3D object detection methods are point-based,

voxel-based, or point-voxel-based (uses both point-based and voxel-based approaches).

Recently, few works have used graph neural networks for 3D object detection and

achieved promising results. Representation of a point cloud as a graph preserves the

irregularity and removes the cost associated with the transformation into voxel grids

or projection into a bird’s eye view. In this thesis, we study the effects of point cloud

encoding using local Delaunay graphs by embedding it in an existing graph neural

network (Point-GNN). We perform experiments on the KITTI benchmark and find

that graph-based methods achieve higher or comparable accuracy. Our results are

comparable with most of the state-of-the-art methods. Further, our study indicates

that the selection of the right type of proximity graph representation is crucial for

real-time 3D object detection.
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Chapter 1

Introduction

1.1 Introduction

Object detection is a method to detect certain classes of objects in the input data. The

main goal is to identify objects and their locations in the input data (image, video,

point cloud, etc.). In the last decade, we have witnessed remarkable results using

Convolution Neural Network (CNN) based methods [1, 2, 3, 4, 5] for two-dimensional

(2D) object detection. However, the environment that we interact with on a daily

basis is three-dimensional (3D). 2D images lack depth information and are not a great

choice for perception in real-world applications like autonomous driving, robot vision,

etc. The convolution applied to the 2D images cannot be applied directly to 3D data

because, unlike images, points in 3D space do not have a regular grid-like structure.

Even placing a point cloud in a regular grid and applying convolution either causes

information loss or unnecessary computation in empty voxels [6]. The development

and affordability of 3D sensors (LiDAR sensor, RGB-D camera, etc.) as well as the

availability of 3D datasets (KITTI [7], Waymo [8], etc.) have gained the interest of

researchers in the field of computer vision, robotics, deep learning, and augmented

reality. The data from these 3D sensors usually contains the coordinates of the points

and additional properties like intensity, depth, RGB values, etc. Unlike the image

(Figure 1.1), the point cloud (Figure 1.2) is irregular and unstructured, and therefore
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Chapter 1. Introduction

the point cloud needs to be processed before feeding into the object detector.

Point cloud detectors can be categorized into voxel-based [9, 10, 11, 12, 13], point-

based [14, 15, 16, 17], point-voxel-based [18, 19, 20, 21], and graph-based [6, 22,

23, 24, 25, 26]. There are fewer works that have looked into graph representation

of the point cloud for 3D object detection. Point-GNN [6] encodes the point cloud

as a radius-neighbour graph and SVGA-Net [25] constructs the complete graph for

each local node. In this thesis, we explore the possibilities of representing the point

cloud using proximity graphs. We consider the local Delaunay graph to capture

the features in the proximity; the term Delaunay triangulation and Delaunay graph

are used interchangeably, and it is described with examples in the next chapter. In

this work, we make use of an existing graph neural network, i.e., Point-GNN [6]

architecture to study the impact of the local Delaunay graph on the performance of

3D object detection in terms of accuracy and computation.

1.2 Challenges

There is a wide variety of challenges in extracting essential information with high

accuracy from the point clouds. Some of the properties of point clouds that make 3D

object detection a challenging problem are listed below.

1. Irregularity: Point cloud data in 3D space are not evenly distributed. Pixels

in the image are arranged in a particular order, whereas points in the point

cloud do not have any fixed ordering.

2. Sparsity: The volume occupied by the point cloud is sparse. Points near the

lidar sensor are dense whereas points away from the lidar sensor are sparse which

can be clearly seen in Figure 1.2. When such point clouds are transformed into

voxels grid, most of the grids are empty and the computation performed on

those empty voxels is wasted.

3. Large number of points: A point cloud usually contains a large number of

points. While inspecting a few of the point clouds randomly from the KITTI [7]

2



Chapter 1. Introduction

dataset, we have found more than 100K points in each point cloud. Therefore the

method operating on the point cloud should be able to process data efficiently.

Figure 1.1: Sample image from KITTI [7] dataset.

Figure 1.2: Sample point cloud from KITTI [7] dataset.

To overcome the above challenges, we investigate encoding the point cloud into the

local Delaunay graph. Representing the point cloud in a graph structure preserves the

irregularity of a point cloud. Moreover, it removes an overhead cost that comes into

play while converting irregular point clouds into a grid structure. To process the point
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Chapter 1. Introduction

cloud efficiently, we initially downsample the point cloud using voxel downsample

[27].

1.3 Contributions

In this thesis, we analyze how local Delaunay graphs can affect the performance of

3D object detection from the point clouds. Our contributions can be summarized as

follows:

• We use a local Delaunay graph (LDG) based representation of input point clouds

to extract the structural information for 3D object detection.

• We investigate the possibilities of LDG representation by embedding it in the

existing Point-GNN architecture (Figure 3.1).

• We perform a thorough experimental study on the KITTI [7] dataset to analyze

the performance of the LDG based 3D object detection.

1.4 Organization

This thesis is organized into multiple sections as shown below:

• Introduction: This chapter introduces the studied problem, motivations, chal-

lenges, and our contributions.

• Background: This chapter includes the explanation and overview of differ-

ent concepts required to have an in-depth understanding of graph-based object

detection proposed in this thesis.

• Related Work: This chapter provides a literature review of the different meth-

ods and approaches for 3D object detection.

• Local Delaunay Graph based Neural Network: This chapter explains the

proposed approach used in this thesis. Furthermore, we explain in detail how

we use the local Delaunay graph to encode the point clouds.

4



Chapter 1. Introduction

• Experimental Results: This chapter demonstrates the results of the experi-

ments performed on the KITTI dataset.

• Conclusion and Future Work: This chapter concludes our work and dis-

cusses the potential future directions to improve the model accuracy.

5



Chapter 2

Background

In this section, we provide the readers with basic terminology, definitions, concepts,

and examples used in various discussions of this thesis.

2.1 Object Detection

We have defined object detection in the previous chapter. Let us look at an example

of object detection in Figure 2.1 that shows the detection of cars in the input data.

Our main focus in this thesis is 3D object detection from point clouds.

Figure 2.1: Object detection on the KITTI [7] dataset.
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Chapter 2. Background

2.2 Point Cloud

Before diving into the point cloud, let us understand what a point is in 3D space. A

point can be simply defined as a position in the space with x, y, and z coordinates.

Further, the collection of such points in the space is known as point cloud. Let us

denote a point pi as a vector consisting of coordinates values xi, yi, and zi; therefore,

a point can be represented as a triple pi = (xi, yi, zi).

Along with the coordinate values, other features can be associated with a point like

reflectance, depth, RGB values, etc. Let ri be the reflectance value of ith point then,

we can rewrite the point vector as pi = (xi, yi, zi, ri). A point cloud consisting of N

points can be defined as: P = {pi|i = 1, 2, 3....n}, pi ∈ R4.

2.3 Voxel

Voxel is the smallest unit of volume on a discrete uniform grid in 3D space. A point

cloud can be divided into equally spaced voxels. Let the length, width, and height of

a point cloud boundary be represented by L, W , and H, and that of each voxel be

represented by l, w, and h. Then the size of the 3D voxel is : L′ = L/l, W ′ = W/w,

H ′ = H/h. An example of voxel partitioning is shown in Figure 2.2.

Figure 2.2: Division of 3D space into voxel grids. Figure clearly shows an uneven number of
points in different voxels. Source: [9].
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Chapter 2. Background

2.4 Downsampling

A point cloud usually contains a large number of points. In the case of the KITTI

[7] dataset, there are more than 100K points in each point cloud. Constructing a

graph with such a large number of points is computationally expensive. Therefore,

before constructing the graph, the point cloud is downsampled to reduce the number

of points with minimal loss of information. Random downsampling initially groups

the point into voxels, and selects a point randomly within a voxel grid. Downsampling

still preserves the structure of the point cloud. In Figure 2.3(b), all the points inside a

voxel size of 0.1 are converted to a single point. Moreover, it can be clearly seen that

the downsampled point cloud looks similar to that of the original, albeit containing

much lesser points.

(a) Original point cloud.
(b) Downsampled point cloud with a
voxel size of 0.1 in Open3D [27].

Figure 2.3: Voxel downsampling.

2.5 Graph

A graph can be defined as a tuple G(V,E) where V represents the set of vertices and

E represents the set of edges. A graph shows the relationship between the vertices
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Chapter 2. Background

and edges. A graph with n vertices can be represented as an adjacency matrix A of

size n× n. For the unweighted and undirected graph:

Aij =

1 : if there is an edge between vi and vj i.e. (vi, vj) ε E,

0 : otherwise.
(2.1)

Adjacency matrix of a Delaunay graph shown in Figure 2.6(a) is:

Table 2.1: Adjacency Matrix.

A B C D E F G H

A 0 1 0 0 0 0 0 1

B 1 0 1 0 0 0 0 1

C 0 1 0 1 0 1 1 1

D 0 0 1 0 1 1 0 0

E 0 0 0 1 0 1 1 1

F 0 0 1 1 1 0 1 0

G 0 0 1 0 1 1 0 1

H 1 1 1 0 1 0 1 0

2.6 Radius Neighbour Graph

Given a point cloud P = {pi|i = 1, 2, 3....n}, pi = (xi, yi, zi) ∈ R3 consisting of N

points, a radius neighbour graph is represented as G = (P,E), where pi ∈ P is the

set of vertices and E is the set of edges that connects vertices within a radius r.

E = {(pi, pj) | dij < r} (2.2)

where dij =
√

(xj − xi)2 + (yj − yi)2 + (zj − zi)2

9
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2.7 Delaunay Graph

A Delaunay triangulation D(T ) [28, 29] in 2D can be defined as the triangulation

of the set of points P such that no point lies inside the circumcircle (Figure 2.4)

of a triangle. Let us look at some of the examples in Figure 2.5 to understand

what constitutes Delaunay triangulation and what does not. Furthermore, the above

definition of 2D can be extended to 3D [30]. Delaunay triangulation in 3D can be

defined as the triangulation of the set of points P such that no point lies inside the

circumsphere of a tetrahedron. Delaunay triangulation of a few 2D points and 3D

points is shown in Figure 2.6. We define the Delaunay graph as Gd(Vd, Ed) where Vd

is the set of points in D(T ) and Ed consists of the edges of triangles in D(T ).

Figure 2.4: Circumcircle of a triangle.

(a) Delaunay triangulation. (b) Non Delaunay triangulation.

Figure 2.5: Illustration of Delaunay and non-Delaunay triangulation. Red points in the Figure
2.5(b) do not statisfy the condition of Delaunay triangulation as they lie inside the circumcircle
of a triangle.
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Chapter 2. Background

(a) Delaunay triangulation in 2D. (b) Delaunay triangulation in 3D.

Figure 2.6: Delaunay triangulation in 2D (a) and 3D (b).

2.8 Graph Neural Network (GNN)

GNN is a special type of neural network that processes graph-structured data. A

vertex in a graph can have any number of features. In our case, intensity is the feature

associated with each point. CNNs cannot be applied directly to graph-structured data

because of the irregular structure. However, GNNs are capable of handling graph

data and performing node level as well as graph level classification and detection. As

indicated in Equation 2.3, GNN iteratively updates the node features by aggregating

features from the neighbourhood [31].

htu = φt−1(ht−1u , λt−1({ht−1v ,∀ v εN(u)})) (2.3)

N(u) is the set of neighbours of node u. λ is the aggregation function that aggregates

the features from all the vertices vεN(u) whereas φ is the update function that updates

11



Chapter 2. Background

the feature of node u at the tth iteration by combining the aggregated features with

its own features from the previous step.

The simplest form of GNN can be viewed as a message-passing [31] and defined

as:

htu = σ(Wu h
t−1
u +

∑
vεN(u)

Wv h
t−1
v ) (2.4)

Wu and Wv are trainable weight matrices. σ is the non-linear activation function

(Sigmoid, ReLU, Tanh, etc). The main goal of the activation function is to intro-

duce non-linearity and help the network learn the complex functions. htu denotes the

updated feature representation of node u at tth step.

In Figure 2.7, we illustrate how a node aggregates features from its neighbours.

C

E

A

B

D

(a) Input graph.

A Aggregate

B

C

A

C

D

A

B

E

C

C

B

A

C

D

B

B

B

C

A

E

(b) Feature aggregation.

Figure 2.7: Feature aggregation by node ’A’ from its neighbours. This is an example of three
layers feature aggregation.
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Related Work

In this chapter, we review different approaches for 3D object detection from the point

cloud.

3.1 3D Object Detection

3D object detection is an approach to detect objects in 3D data (e.g., LiDAR data)

with 3D bounding boxes and finding the category in which that particular object

belongs. Advancement in computer hardware and availability of datasets like KITTI

[7], Shapenet [32], ApolloScape [33], Waymo [8], Lyft [34], A2D2 [35], nuScenes [36],

and Objectron [37] has gained the interest of research community in the direction of

3D object detection. 3D object detection has many applications in real life such as

autonomous driving [38, 39], robot vision [40], and augmented reality [41]. We group

different 3D object detection methods into four categories: voxel-based, point-based,

point-voxel-based, and graph-based.

3.2 Voxel-based methods

Since the point cloud data obtained from the LiDAR sensor is irregular, convolution

cannot be applied directly to the irregular data. Therefore, voxel-based methods con-
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Chapter 3. Related Work

vert the irregular data to regular data by placing the points in the voxel grids to

extract features using CNN in 3D. VoxelNet [9] is an end-to-end architecture that

removes the need for manual feature engineering by operating directly on the sparse

point cloud. PointPillars [10] places the point clouds in the vertical structure and

makes use of 2D convolutional layers in the pillars for 3D object detection. Using the

same voxel size might not be efficient to learn feature representation. To eliminate

this issue Voxel-FPN [11] uses multi-scale voxel partitioning and removes the need of

finding the perfect voxel size for a better result. Voxel R-CNN [12] achieves compara-

ble accuracy as the point-based methods using a two-stage approach which consists of

a 3D backbone network, a 2D bird-eye view Region Proposal Network, and a detection

head. Moreover, [12] illustrates that the precise positioning of raw points is not nec-

essary to achieve higher performance in 3D detection. The Triple Attention module

of the TANet [13] enhances the discriminative points whereas suppresses the unstable

points of the target. It uses a triple attention module (point-wise, channel-wise, and

voxel-wise) which are then stacked to achieve the multi-level feature attention.

3.3 Point-based methods

Unlike voxel-based methods, point-based methods directly process the point clouds

without converting them into a grid structure [9, 42] or other forms like bird’s eye

view (BEV) [43, 44, 45]. PointNet [14], the pioneering method to learn from points,

uses raw point clouds as input and generates class labels or per point segment labels

as output for the classification and segmentation task. It uses multi-layer perceptrons

(MLPs) to extract features from the point clouds and achieves a decent accuracy.

Later PointNet++ [46] improved PointNet [14] by capturing the local structures which

was one of the limitations of PointNet [14]. Moreover, PointNet++ has less error

rate with higher accuracy as compared to PointNet. These two methods handle the

irregular point cloud. PointRCNN [15] operates in 2 stages. First, it generates the

3D proposals from the raw point cloud by segmenting the point cloud into foreground

points and then learns local spatial features along with global semantic features for

3D bounding box refinement. 3DSSD [16] is a lightweight point-based single-stage 3D

14
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object detector that reduces inference time by removing feature propagation layers

and refinement modules. LiDAR R-CNN [17], a second-stage detector that can be

plugged into any 3D object detector, solves the problem of proposal sizes being ignored

by learned features in the point-based methods. Point-based 3D detectors are high

performing as compared to voxel-based, however, that accuracy comes at the price of

higher computational cost [12].

3.4 Point-Voxel-based methods

Point-Voxel CNN [18] leverages the power of the point-based and the voxel-based

methods. It is memory-efficient because input data are represented in points, and are

less irregular as convolutions are performed on voxels. Unlike PVCNN [18], Fast Point

R-CNN [19] initially uses voxel representation to get the initial results and then uses

light-weight PointNet to improve the predictions from the first step. Furthermore,

to make each point aware of its context information, Fast Point R-CNN [19] uses an

attention mechanism which in turn improves the accuracy. PV-RCNN [20] benefits

from 3D voxel CNN for multi-scale feature representations and 3D proposals, whereas

from a PointNet-based network for location information. Unlike others, HVPR [21]

exploits voxel-based and point-based features to acquire 3D representation as a pseudo

image. Moreover, HVPR [21] introduces a memory module to augment point-based

features and an Attentive Multi-Scale Feature module to generate scale-aware features

of the irregular point clouds. However, there is a possibility that these kinds of hybrid

methods might face the drawback of both representations [6].

3.5 Graph-based methods

In 2017, Simonovsky et al. [22] proposed a new approach where a graph is constructed

from the point cloud. Each point is treated as a vertex and each directed edge (j, i)

is formed by connecting vertices i to all the vertices j in a neighbourhood. Later,

[23, 24] used k-nearest neighbour (k-NN) graph for the point cloud classification and

part segmentation task. There are a few methods that encode the point cloud as a
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Chapter 3. Related Work

Figure 3.1: Point-GNN architecture. Source: [6].

graph for 3D object detection. Point-GNN [6] is one of the earliest methods to use a

graph-based approach for 3D object detection. It requires more time and memory to

construct graphs using all the points in a point cloud as vertices. Therefore, Point-

GNN (Figure 3.1) initially downsamples the point cloud and encodes it as a fixed

radius-neighbour graph which eliminates the need of making a point cloud regular.

Point-GNN [6] updates the node features by repeatedly extracting features from its

neighbours and predicts the category and bounding box by using vertex feature values

after T iterations. Furthermore, it introduces an auto-registration mechanism to

minimize translation invariance. SVGA-Net [25] constructs a local complete graph

among the points within a certain radius r and a global k-NN graph between voxels. It

uses an attention mechanism to enhance the features with the help of a local complete

graph and a global k-NN graph. Thakur et al. [26] use graph representation to encode

the point cloud and masked attention for feature aggregation by assigning variable

weights to the nodes.

Graph-based methods have higher accuracy, however they are not the fastest when

it comes to inference time. Inference time of SVGA-Net [25] is 62 ms and that of

Point-GNN [6] is 643 ms. PointPillars [10], a voxel-based method has an inference

time of 16.2 ms which is almost real-time. Therefore, there is still room to improve

inference time of graph-based approaches.
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Chapter 4

Local Delaunay Graph based

Neural Network

Previously, the Delaunay graph has been used in clustering, segmentation [47], and

classification [48]. To the best of our knowledge, there exists no graph-based method

for 3D object detection that makes use of the Delaunay graph to encode the point

clouds. Our work makes use of the existing Point-GNN [6] architecture (Figure 3.1)

and modifies the graph representation to test the performance of the local Delaunay

graph for 3D object detection tasks. Our major contribution is the graph construc-

tion step and the experimental study; other steps are similar to that of Point-GNN

[6].

4.1 Graph Construction

Let X = {xi|i = 1, 2, 3....n}, xi ∈ R3 be N points and F = {fi|i = 1, 2, 3....n}, fi ∈ Rk

be the features associated with corresponding points in a point cloud P . Then a

point cloud can be denoted as P = {pi|i = 1, 2, 3....n}, where pi = (xi, fi). Each point

has both 3D coordinates and k features. In the case of the KITTI [7] dataset, the

reflectance value is the feature associated with each point.

17



Chapter 4. Local Delaunay Graph based Neural Network

Since the point cloud contains a large number of points, constructing the graph

straight out of those points by considering each point as a vertex is computation-

ally expensive. Therefore, the input point cloud is initially downsampled using the

voxel downsampling method [27]. Let P ′ be the downsampled point cloud. For each

point pj in P ′, we find the neighbours of pj within radius r in the original point cloud

P . Let Pn be the neighbours of pj, pj ∈ P ′. Finally, we construct the Delaunay graph

from the vertices of Pn.

Instead of constructing the Delaunay graph locally, there is a possibility to construct

the Delaunay graph of a point cloud globally without finding the neighbours within a

certain radius. It will obviously be faster than the local Delaunay graph. However, we

then get longer edges in the graph which do not contribute to the feature aggregation

for 3D object detection. To preserve the local features by aggregating features from

nearby neighbours we used the local Delaunay graph. For five or more points in Pn,

we construct a local Delaunay graph; however, when there are less than five points

in Pn, we form a graph by connecting the center point with other points in Pn rather

than neglecting those points.

After the construction of the Delaunay graph using points in Pn, we keep only those

edges that are connected to pj (vertex used for finding the neighbours). Therefore the

number of edges in this local Delaunay graph are less than in the radius neighbour

graph. However, constructing the local Delaunay graph takes a longer time than

the radius neighbour graph. The number of vertices, edges, and time to construct the

graph are shown in Table 5.4. Once we finish the local Delaunay graph representation,

we pass the graph to GNN. We have shown the local Delaunay graph construction

steps in Figure 4.1 and the architecture of our approach in Figure 4.3. Figure 4.2

shows the visualization of the local radius neighbour graph and the local Delaunay

graph.

Delaunay graph in 3D forms the tetrahedra. Unlike other graphs, there is an oppor-

tunity to exploit additional feature information from the Delaunay graph like the area

of triangles and the volume of tetrahedra. These extra features might help to improve

the accuracy of the model.
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(a) Input point cloud in blue and downsampled
in red.

(b) Local Delaunay graph construction.

(c) Only edges connected to the downsampled
key points.

Figure 4.1: Graph construction steps. Orange lines in (b) and (c) represent the edges. Graph
from step (c) is passed to GNN.
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(a) Radius Neighbour graph. (b) Local Delaunay graph. (c) Local Delaunay graph with
edges connected to center vertex.

Figure 4.2: Local radius neighbour graph vs local Delaunay graph. Point cloud [49].

MLP

MLP

MLP

MLP λ φ
Classification

Localization

Prediction

φλ = Aggregation = Concatenation

Local Delaunay 
Graph Construction

Point cloud 
Downsampling

Graph Neural Network

Point cloud 3D detection

Figure 4.3: The architecture of the proposed approach. This approach uses a local Delaunay
graph for the point cloud representation.

4.2 Graph Neural Network for Object Detection

A GNN updates the vertex features by aggregating features from its neighbours as

shown in Equation 2.3 and Figure 2.7. Our work uses the Point-GNN architecture
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(Figure 3.1), therefore the GNN used in this thesis is exactly the same as described in

the Point-GNN [6]. We reproduce the relevant details of Point-GNN in the subsequent

paragraphs. For object detection, we modify the GNN from Equation 2.3 to Equation

4.1.

htu = φt−1(ht−1u , λ({f t−1(xuv, ht−1v )})), (u, v) εE (4.1)

where, xuv = xv−xu, is the difference between relative coordinates of the neighbours.

f t−1, λ, and, φ are the differentiable functions. f t−1 computes the edge features

between two vertices xv and xu by using relative coordinates of the neighbours. A

relative coordinate is used to achieve the translation invariance. λ is the aggregation

function that aggregates the edge features. φ updates the feature of node u at tth

iteration by combining the aggregated edge features with its own node features from

the previous step (t− 1).

Translation invariance achieved with the relative coordinates was not desirable. There-

fore, [6] introduces an auto-registration mechanism for the better translation invari-

ance.

htu = φt−1(ht−1u , λ({f t−1(xuv + ∆xt−1u , ht−1v )})) (4.2)

where, ∆xt−1u = ct−1(ht−1u ) is the coordinate offset of the vertex and ct−1 computes

the offset with the help of the center vertex. φt−1, f t−1, and ct−1 are represented

using multi-layered perceptrons. Finally, after the completion of GNN iterations, the

refined feature values of a vertex are used to predict the class and the bounding box

of the object.

4.3 Loss Function

In this thesis, we have used the same loss functions as Point-GNN [6]. Total loss is

the combination of classification loss, localization loss, and regularization loss. For

the classification loss, average cross-entropy loss is used. Let M be the total number

of classes and {ρj|j = 1, 2, 3, ....,M} be their probabilities. Then the average cross-
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entropy loss is given as in Equation 4.3.

Lcls =
−1

N

N∑
i=1

M∑
j=1

yij log(ρij) (4.3)

where yi is the class label and ρi is the predicted probability of the node i. We

parameterize a 3D bounding box as (x, y, z, l, h, w, θ), where (x, y, z) is the center of

a bounding box, (l, h, w) is the dimension of the box (length, height, and width), and

θ is the yaw angle. Let bp = (xp, yp, zp, lp, hp, wp, θp) be the predicted bounding box

and bt = (xt, yt, zt, lt, ht, wt, θt) be the ground truth of a bounding box. Then the

localization loss is the difference between the predicted bounding box and its ground

truth. For a vertex inside the bounding box, the average localization loss is computed

using Huber loss [50] as shown in Equation 4.4.

Lloc =
1

N

N∑
i=1

∑
b∈(x,y,z,l,h,w,θ)

Lhuber(bp − bt) (4.4)

Finally, L1 regularization is added for reducing the over-fitting of the model. Then

the total loss becomes:

Ltotal = αLcls + βLloc + γLreg (4.5)

where, α, β, and γ are constants. We have not modified the parameters and hyper-

parameters other than the training steps to compare the experimental results with

consistency.

4.4 Implementation

We used Point-GNN [6] code which is available on GitHub [51]. We have used Python

3.7.7, Numpy [52], Scipy [53], Scikit Learn [54], Tensorflow [55], Open3D [27], Mesh-

Lab [56] for the representation of point clouds using local Delaunay graph. Although

the original code was written with Tensorflow 1.15, we were unable to run the pro-

gram with the same version because of the conflicts with other packages in the Linux
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server. Therefore, we installed Tensorflow 2.6 and used its backward compatibility

feature to run the program.

4.5 Training

We have trained different models (T1, T2, T3) to detect cars in the LiDAR data using

the local Delaunay graph. T1, T2, and T3 refer to a model with 1, 2, and 3 GNN

layers respectively. Most of the parameters are kept the same as that of Point-GNN

[6]. We trained T1 with a batch size of 4 whereas T2 and T3 were trained with a

batch size of 2. The initial learning rate was set to 0.125 with a decay rate of 0.1

every 400K steps. Moreover, we trained the proposed network up to 1250K steps

with loss weights α = 0.1, β = 10, γ = 5e− 07. The Delaunay graph was constructed

locally with a neighbourhood of r = 4m. While training, the maximum number of

neighbours per vertex was set to 256 and the point cloud was downsampled with a

voxel size of 0.8m. Whereas during inference, all the neighbours were considered and

the point cloud was downsampled with a voxel size of 0.4m. It took around 20-22

days to train a model on the Cedar server.
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Experimental Results

5.1 System

We have used Compute Canada (www.computecanada.ca) resources to train all the

models used in this thesis. A model trained in ACENET (https://ace-net.ca/) cluster

has used 2 RTX 6000 GPUs of 16 GB each with a batch size of 4 whereas models

trained in Cedar (https://www.westgrid.ca/) cluster have used 1 Volta GPU of 32

GB with a batch size of 2.

5.2 Dataset

We used KITTI [7] dataset to test the performance of the local Delaunay based 3D

object detection model. It contains 7481 training data and 7518 testing data. A

sample of point cloud data visualization from the KITTI dataset is shown in Figure

1.2.
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5.3 Graph Visualization

(a) Point cloud. (b) Local Delaunay graph. (c) Edges connected to the center
vertex.

Figure 5.1: Graph construction steps.

(a) Point cloud. (b) Local Delaunay graph. (c) Edges connected to the center
vertex.

Figure 5.2: Graph construction steps.

In Figure 5.1 and Figure 5.2, we have shown the steps involved in graph construction.

Step (a) shows the initial point cloud in blue and the downsampled point cloud in red.

Step (b) represents the graph construction using the local Delaunay graph. Finally,

step (c) shows only edges of the local Delaunay graph that are connected to the

center vertex. The point clouds used in Figure 5.1 and Figure 5.2 are downloaded

from [57].
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5.4 Results

In this section we present both the quantitative and qualitative results and compare

our results with other 3D object detection methods. We have used KITTI validation

split to generate the results. In our experiments, we have trained our network using

a train split of 3260 samples and evaluated the results in the validation split of 3769

samples. The split files (train car.txt, val.txt) are downloaded from [51].

5.4.1 Quantitative Results

To obtain the average precision results, we have used code from [58]. We have evalu-

ated the average precision result on Easy, Moderate, and Hard levels of difficulty using

the KITTI [7] dataset. In the Easy level, the size of each bounding box is higher and

objects are fully visible. In the Moderate level, objects are partially occluded with

smaller bounding boxes. In the Hard level, objects are difficult to see.

Precision and Recall is defined mathematically as [59]:

Precision =
TP

TP + FP
(5.1)

Recall =
TP

TP + FN
(5.2)

where,

TP = True Positive, denotes object was detected when it was supposed to be.

FP = False Positive, denotes object was detected when it was not supposed to be.

FN = False Negative, denotes object was not detected when it was supposed to be.

Average Precision (AP) is the area under the precision-recall curve [59].

AP =

∫ 1

0

p(r) dr (5.3)
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Table 5.1: The Average Precision (AP%) comparison of car detection on the KITTI validation
split.

Method Car 3D AP% Car BEV AP%

Easy Moderate Hard Easy Moderate Hard

VoxelNet [9] 81.97 65.46 62.85 89.60 84.81 78.57

Voxel-FPN [11] 88.27 77.86 75.84 90.20 87.92 86.27

Voxel R-CNN [12] 89.41 84.52 78.93 - - -

TANet [13] 87.52 76.64 73.86 - - -

PointRCNN [15] 88.88 78.63 77.38 - - -

3DSSD [16] 89.71 79.45 78.67 - - -

F-PVCNN [18] 85.25 72.12 64.24 - - -

Fast Point R-CNN [19] 89.12 79.00 77.48 90.12 88.10 86.24

HVPR [21] 91.14 82.05 79.49 - - -

PointGNN [6] 87.89 78.34 77.38 89.82 88.31 87.16

SVGA-Net [25] 90.59 80.23 79.15 90.27 89.16 88.11

Thakur et al. [26] 83.54 74.47 63.84 90.12 87.05 75.48

Ours 87.65 77.67 76.27 89.91 87.69 86.38

Table 5.1 shows the comparison of our proposed approach with other existing methods

in the car category using validation split. Unlike most other methods, we train it on

the subset of train split in which samples without a car are excluded. The accuracies

of other methods reported in Table 5.1 are extracted from the respective paper. Our

graph-based approach sits in the middle for all the difficulty levels. And our results

are almost close to the state-of-the-art methods. Our method performs better than

voxel-based methods (like VoxelNet [9], TANet [13]), Point-voxel-based methods (like

F-PVCNN [18]), and graph-based methods (like Thakur et.al. [26]). On the easy

difficulty level of BEV (Bird’s Eye View), our method surpasses Point-GNN [6].
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In this study, we still have not utilized the full potential of the local Delaunay graph

by removing the edges not connected to the center vertex. We tried to incorporate

those edges as well, but we got an unexpected error while integrating our graph in

the Point-GNN code [51]. Therefore, we planned to drop the edges not connected to

the center vertex.

5.4.2 Qualitative Results

To create the visualization of our prediction results, we used code from [60] and visu-

alized point clouds in MeshLab [56]. We demonstrate our prediction results in Figure

5.3 where we visualize 3D bounding boxes both on point clouds and images. We can

clearly see our method can detect in varying lighting conditions as well as in occluded

conditions. In Figure 5.3(c, right) and in Figure 5.3(d, left), our model is capable

of detecting cars that are not clearly visible in the images. These detection results

show that cars at a distant are also detected, not just in the proximity. Moreover,

Figure 5.3(c) illustrates that even the occluded cars are detected perfectly. Not only

the numeric results, but the visualization also displays a great detection result.
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(a)

(b)
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(c)

(d)

Figure 5.3: Qualitative analysis on the KITTI validation set.
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5.5 Ablation Study

Further, we studied how the number of layers in GNN affects the performance. We

even performed the comparison of total inference time between Point-GNN and our

approach. Moreover, we looked into the number of edges and time taken to generate

the edges in the radius neighbour graph and the local Delaunay graph. Finally, we

explored the effect of different radii on accuracy.

5.5.1 Number of Layers in GNN

Here, we study the relationship between the number of layers in GNN and the Average

Precision (AP) value both in 3D and BEV. We have shown our results in Table 5.2.

We have found that increasing the number of layers from 1 to 3 increases the accuracy

both in 3D as well as in BEV.

Table 5.2: The Average Precision (AP%) comparison on different number of GNN layers.

Number of layers Car 3D AP% Car BEV AP%

Easy Moderate Hard Easy Moderate Hard

1 83.31 73.65 67.10 88.93 85.50 82.99

2 85.28 75.91 73.44 89.53 87.29 85.30

3 87.65 77.67 76.27 89.91 87.69 86.38

5.5.2 Inference Time

Using our approach, the average processing time for one sample in the validation set

takes about 9.94 seconds which is pretty high as compared to 643 ms of Point-GNN.

In our case, most of the time is spent on creating the Delaunay graph representation

of the point cloud. It takes almost 98.5% (9.79 seconds) of the total time. This

illustrates the construction of the local Delaunay graph is expensive.

If we compare the time without the graph generation step, our approach performs

faster than Point-GNN. Point-GNN takes 522 ms whereas ours take 150 ms. Less
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number of edges generated by our graph representation might be the reason for faster

inference time in the later stage. Taking graph representation time into account, we

can say that this approach would not be practical for applications like autonomous

vehicles where it requires lower inference time.

5.5.3 Number of Edges

We have tested the number of edges generated by a local radius-neighbour graph and

a local Delaunay graph. The time to construct those graphs is measured locally in

an 8 GB MacBook air without any GPU. This time does not necessarily align with

the graph generation time during inference performed with GPUs and higher RAM.

The time and the number of edges shown in Table 5.3 and Table 5.4 are based on the

average of 10 tests. For this test, the radius is set to 1m and the maximum number

of neighbours to 256. We performed the experiment on 3 different sub-samples of the

point cloud [7].

Table 5.3: Number of edges in a graph using local radius neighbour graph.

Subsample # Number of vertices Number of Edges Time (seconds)

1 18739 94307 0.027

2 18988 90897 0.033

3 19946 96555 0.028

Table 5.4: Number of edges in a graph using local Delaunay graph.

Subsample # Number of vertices Number of Edges Time (seconds)

1 18739 13645 2.082

2 18988 17215 2.223

3 19946 16666 2.293
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5.5.4 Average Precision with Different Radii

We have compared the accuracy of the two LDG based models with 2 GNN layers

trained up to 65200 steps. One of the models uses a radius of 2m whereas another

uses a radius of 4m. The result in Table 5.5 shows that a smaller radius leads to lower

accuracy. It might be because of the fact that a node aggregates features from the

less number of points in the smaller neighbourhood.

Table 5.5: The Average Precision (AP%) comparison on different radii.

Radius Car 3D AP% Car BEV AP%

Easy Moderate Hard Easy Moderate Hard

2m 70.82 61.84 55.13 87.45 77.42 75.02

4m 83.53 67.60 64.30 88.90 82.96 77.26
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Conclusion and Future Work

In this study, we have used the local Delaunay graph for the representation of point

clouds and analyzed its performance for 3D object detection. We have clearly seen

that its accuracy on validation split of KITTI benchmark is close to Point-GNN [6]

and higher than some other point-based and voxel-based methods as shown in Table

5.1. For the BEV easy category, the proposed method performs better than Point-

GNN in terms of accuracy. However, the accuracy of our approach comes at a price

of higher computational time due to the Delaunay construction algorithm.

6.1 Conclusion

This study shows the accuracy of our method is higher than few other methods as il-

lustrated in Table 5.1. While comparing it with Point-GNN [6], accuracy has not been

improved for 3D detection. However, in the Easy difficulty level of BEV, the proposed

model showed better accuracy. One possible reason for slightly lower accuracy of our

model could be the exclusion of edges not connected to the center vertex. Moreover,

we found that the local Delaunay graph representation is a lot slower as compared to

a radius-neighbour graph representation. This is because the local Delaunay graph

construction is computationally expensive. Although our graph-based approach yields

higher accuracy, speed could be an issue when implemented in real-life applications
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like autonomous vision. Further optimizations could be possible to enhance the speed

of the local Delaunay construction method.

6.2 Future Work

In this work, we have not exploited the full potential of the local Delaunay graph.

Firstly, all the edges of the local Delaunay graphs can be used to find the true accuracy

of this architecture. By using Delaunay graph representation of the point clouds, we

have access to additional properties like the volume of tetrahedra as well as the area

of triangles. Therefore, the possibility of exploiting volume and area features can be

explored further. Moreover, this same representation can be experimented with dif-

ferent tasks like classification and segmentation. The model can be tested on different

datasets like Waymo [8] and nuScenes [36]. Additionally, further optimizations can

be considered to reduce the inference time without compromising the accuracy.
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