
MNRAS 441, 389–403 (2014) doi:10.1093/mnras/stu463

High-velocity-dispersion cold gas in ULIRG Outflows – I. Direct
simulations

D. J. Williamson,1,2‹ Robert J. Thacker,3 E. Scannapieco4 and M. Brüggen5
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ABSTRACT
Observations (e.g. Phillips, Heckman et al., Martin) have revealed cold gas with large ve-
locity dispersions (≈300 km s−1) within the hot outflows of ultraluminous infrared galaxies
(ULIRGs). This gas may trace its origin to the Rayleigh–Taylor (RT) fragmentation of a super-
bubble or may arise on smaller scales. We model a ULIRG outflow at two scales to recreate
this gas in three-dimensional hydrodynamic simulations using FLASH. Although resolution is
limited, these models successfully produce cold gas in outflows with large velocity dispersions.
Our small-scale models produce this cold gas through RT fragmentation of the super-bubble
wall, but the large-scale models produce the cold gas after hot bubbles fragment the disc’s
gas into cold clouds which are then accelerated by thermal pressure, and supplemented by
cooling within the outflow. We produce simple mock spectra to compare these simulations to
observed absorption spectra and find line-widths of ≈250 km s−1, agreeing with the lower end
of observations.
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1 IN T RO D U C T I O N

Nuclear- and galactic-scale outflows are common in ultraluminous
infrared galaxies (ULIRGs), and have been detected in X-ray (Heck-
man et al. 1996; McDowell et al. 2003; Ptak et al. 2003; Teng
et al. 2009) and Hα (Colina, Arribas & Clements 2004) emission
as hot lobes extending 10–15 kpc beyond the infrared-luminous
portion of the galaxy. These ‘super-winds’ are primarily driven
by supernovae (SNe), with outflow rates comparable to the host’s
star formation rate (SFR; ≈10–1000 M� yr−1), and correspond-
ingly high luminosities (1041–1044 erg s−1) and projected velocities
(300–400 km s−1).

Several observations (e.g. Phillips 1993; Heckman et al. 2000;
Martin 2005, 2006) have detected cold gas with large velocity dis-
persions in these outflows. The presence of this gas provides a
challenge to theoretical models, which must explain how such a
cold component (i.e. Na I and K I absorption lines, with ionization
potentials of 5.1 and 4.3 eV; Martin 2005) can exist within a flow
of very hot (T ∼ 106 K) gas. These models must also explain the
large velocity dispersion of this gas – i.e. the large non-thermal
broadening of the Na I lines. A number of works have investigated
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explanations for the cold component, often supported by numer-
ical calculations (Tomisaka & Ikeuchi 1986; Murray, Quataert &
Thompson 2005; Fujita et al. 2009; Everett & Churchwell 2010)
and simulated spectra (Fujita et al. 2009; Prochaska, Kasen &
Rubin 2011). In these models, cold gas is either produced in the
disc and then advected by ram pressure, or produced by gas rapidly
cooling within the wind through radiative processes.

In the simulations of Fujita et al. (2009), cold gas is produced
by turbulence in the wind, which leads to dense condensations that
rapidly cool. Specifically, these condensations trace their origin to
a super-bubble, which is inflated by the outflow, driving a ‘snow-
plough’ that builds up a dense bubble wall. The density of this wall
allows it to cool efficiently, due to the ρ2 dependence in radiative
cooling, and the wall is supported against gravity by the pressure
of the hot low-density gas within it. This situation is extremely
susceptible to Rayleigh–Taylor (RT; Taylor 1950; Sharp 1984) and
Richtmyer–Meshkov (RM; Richtmyer 1960; Meshkov 1969) insta-
bilities, which cause the bubble wall to fragment into clouds that
become a cold high-velocity-dispersion component of the wind.

This situation is difficult to analyse numerically, because the RT
and RM instabilities can be strong at a wide range of wavelengths,
and so simulations that strongly depend on the RT and RM insta-
bilities will not converge until a fine enough resolution is used to
resolve the full turbulent cascade. Alternatively, a sub-grid model
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for turbulent evolution can be considered, as we do in part II of this
series.

To better resolve the scales relevant to turbulent formation and
destruction of clouds, the simulations of Fujita et al. (2009) were
performed in two dimensions with cylindrical symmetry. While this
allows a resolution of as fine as 0.1 pc in a 100 pc by 200 pc box, it
suppresses modes of instability and gas flow that may be present in
three dimensions. Furthermore, even at this high resolution, Fujita
et al. (2009) note a significant resolution dependence in the scale
of these clouds, which suggests that the turbulence is still not fully
resolved.

There is thus motivation to re-examine this scenario with a
fully three-dimensional hydrodynamic model. However, even using
adaptive methods, we are not able to attain an equivalent resolution
in 3D models on currently available computer resources. Instead,
we develop 3D models with two scales of size – one with the same
scale as Fujita et al. (2009) but lower resolution, and a full-scale
galaxy model to examine large-scale effects. We also vary the ini-
tial conditions and mass-loading rates, and thus produce a suite of
models to investigate numerical effects. To facilitate a more direct
comparison with observations, we have also produced a raytracing
code for calculating mock Na I absorption spectra of the models.

The layout of the paper is as follows: in Section 2, we give a
summary of the simulation method for both the full galaxy and
galaxy centre models. In Section 3, we present the raytracing and
mock spectra algorithms. In Section 4, we summarize the cloud
tracking technique. In Section 5, we present our results for the full
galaxy models (Section 5.1) and galaxy centre models (Section 5.2).
We present our conclusions in Section 6.

2 SI M U L ATI O N MO D E L

2.1 Initial conditions

The initial conditions were generated using the galactic disc gen-
erator of Roediger & Brüggen (2006) and Scannapieco & Brüggen
(2010) with some modifications. All of our initial conditions were
produced by this generator, although the full galaxy and galaxy
centre models are generated with different choices of parameters.

In this model, only the gaseous component is explicitly evolved,
while the dark matter component is represented by a fixed gravi-
tational potential, and the stellar component is modelled by both a
gravitational potential and a feedback algorithm. The gaseous disc
is initially axisymmetric, following a sech profile in both the radial
and vertical directions

ρ(r, z) = Mgas

4Cπ2h2
r hz

sech(r/hr) sech(|z|/hz) + ρamb, (1)

where Mgas is the total gas mass, hr and hz are the radial and
vertical scaleheights, ρamb is the ambient density, and C is Catalan’s
constant, defined by 2C = ∫ ∞

0 x sech(x)dx.
Pressure is set to provide vertical hydrostatic equilibrium by

P (r, z) = Pamb −
∫ z

zmax

ρ(r, z)g(r, z)dz, (2)

where Pamb is the ambient pressure, zmax is the height of the compu-
tational volume, and g(r, z) is the acceleration due to gravity, given
by a combination of a halo and a thick-disc potential.

As in Scannapieco & Brüggen (2010), we use the halo po-
tential defined in Burkert (1995) and given explicitly in Mori &

Burkert (2000):
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where rd0 and ρd0 are the parameters that define the spatial and mass
scale of the halo, and R is the radius in spherical coordinates. This
potential is a phenomenological model based on observations of
dwarf galaxies, where the dark matter density profile can be more
directly probed. It is designed to resemble an isothermal profile
at low radii, preventing the problem of ‘cuspiness’, while agreeing
with the commonly used Navarro–Frenk–White profile at large radii
(Navarro, Frenk & White 1996).

The disc potential we use is a Plummer–Kuzmin disc (Binney &
Tremaine 2008)

φdisc = −GMdisc√
r2 + [hr + (z2 + h2

z)1/2]2
, (4)

where Mdisc is the mass of the disc, hr and hz are the radial and verti-
cal scaleheights, and r and z are position in cylindrical coordinates.
Given that our initial conditions do not account for the complex
irregular structure of a ULIRG, we do not include a bulge potential
as this would not significantly improve our model.

To break the symmetry of the initial conditions, we have also
produced models that included asymmetric density perturbations.
This is only applied to some of the galaxy centre simulations, as
the full galaxy models naturally evolve asymmetrically through a
stochastic feedback algorithm (Section. 2.5). Using the Cartesian
coordinate system (x, y, z), where (x, y, z) = (0, 0, 0) is the centre
of the feedback region and (x, y, 0) defines the plane of the ULIRG
disc, the perturbation is applied by defining factors ξ and f as

ξ = [1 + Alumpy cos(π(x + δ)/λ) cos(π(y + δ)/λ)]2,

× [1 − Alumpy cos(π(x + δ)/λ) cos(π(y + δ)/λ)]2, (5)

and

f = [1 − (1 − ξ )erfc(−y/10hz)/2], (6)

and defining the perturbed density ρ ′(x, y, z) by

ρ ′(x, y, z) = ρ(x, y, z)f cos[π(z+δ)/λ]. (7)

Here, λ is the wavelength of the perturbation, δ is the offset to
break symmetry, the complementary error function (erfc) is a term
that smoothly reduces the amplitude of the perturbation towards
zero over several scaleheights, Alumpy is the amplitude of the per-
turbation, and the cosine term in the z-direction is placed in the
exponential in order for the perturbation to be significant when
compared to the rapid exponential rate of change of density in the
vertical direction. This provides an approximately sinusoidal per-
turbation that is dampened as z increases, which prevents extreme
temperature variations in the sparse higher altitude gas. To further
reduce symmetry, this perturbation is applied to the density twice,
using λ = 37.3 pc and δ = 0 pc in the first instance, and λ = 97.2 pc
and δ = 22.7 pc in the second, with A = 0.5 in both cases. These val-
ues are not intended to closely match the details of the density field
in the central region of a real ULIRG, but are chosen such that the
wavelength of the perturbation is large enough to be well resolved,
but still small enough that at least one wavelength can fit within the
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Table 1. Parameters in disc outflow models. The
prefix ‘S’ refers to the ‘small’ central-disc models,
while the prefix ‘B’ refers to the ‘big’ full-scale
galaxy models. MSN is the mass ejected in each SN
(i.e. the mass-loading), lref is the number of refine-
ment levels (including the top level), and Alumpy

gives the amplitude of perturbations to the initial
density distribution.

Name MSN (M�) lref Alumpy

SVLowRes 6 1 0.0
SLowResMassless 0 2 0.0
SLowResLight 4 2 0.0
SLowRes 6 2 0.0
SLowResHeavy 16 2 0.0
SMedRes 6 3 0.0
SHighRes 6 4 0.0
SLowResLumpy 6 2 0.5
SMedResLumpy 6 3 0.5
SHighResLumpy 6 4 0.5

BMedRes 6 2 0.0
BHighRes 6 3 0.0

simulation domain. The intention here is only to ensure that any
structure that is produced in the simulation does not directly result
from the symmetry of the initial conditions and feedback algorithm.

2.2 Galaxy centre model

The simulation domain of the galaxy centre model is a Cartesian
grid of size 2003 pc3. We reduce the computational load by using
reflective boundary conditions across the z = 0 plane – which is
justified due to the symmetry of the flow in this situation. Following
Fujita et al. (2009), the disc has a vertical scaleheight of 7 pc, a radial
scalelength of 700 pc, and a mass of 1010 M�, which represents only
the central molecular disc.

As the scalelength is much larger than the box size, this produces
a disc that has almost no radial-density variation within the box.
The disc is also truncated using the complementary error function
to ensure that the density at the edge of the box is small, and a
large amount of gas do not rotate out of the box. As this truncation
is much shorter than the radial scalelength, it does not accurately
represent the density profile, and the simulation is stopped when the
inflated bubble reaches the truncated region.

Fujita et al. (2009) used a range of luminosities from 1041 to
1043 erg s−1. In our model, we set Ṁ∗ = 50 M� yr−1, which is
equivalent to a luminosity of 6.3 × 1042 erg s−1, on the upper edge of
their energy range. This results in a mass-loading rate of 2 M� yr−1.
The parameters for the galaxy centre models are summarized in the
top section of Table 1.

2.3 Full galaxy model

The full galaxy model is simulated within a Cartesian grid of size
2403 kpc3. The vertical asymmetry of the feedback does not permit
a z = 0 reflective boundary condition for this model.

This disc is intended to be an isolated simple ULIRG prototype.
As ULIRGs are obscured by dust and locally rare, their characteris-
tics are poorly constrained by observations. However, we still need
to choose parameters that are consistent with observations and pre-
vious models. Direct observations have provided estimates for the
SFRs, molecular gas masses and dynamical masses of these objects

(Farrah et al. 2008; Swinbank et al. 2008; Aravena et al. 2011).
Sub-millimetre galaxies and dust-obscured galaxies may also be
high-redshift analogues for ULIRGs, and observations of these ob-
jects provide additional constraints (Baugh et al. 2005; Narayanan
et al. 2009, 2010). These observational data can be supplemented by
the parameters used in previous simulations of ULIRG progenitor
mergers (Bekki, Shioya & Whiting 2006; Saitoh et al. 2009; Davé
et al. 2010; Matsui et al. 2012).

Informed by these observations and simulations, we employ a
gaseous disc with mass of 1.0 × 1010 M�, scalelength of 8 kpc, and
scaleheight of 2 kpc. The gas disc is superimposed on a background
potential equivalent to a stellar disc of mass 4.0 × 1010 M� with
a scalelength of 16 kpc and a scaleheight of 4 kpc, as well as a
dark matter halo potential of mass 3.0 × 1012 M� and scaleradius
100 kpc.

We performed test simulations with an SFR chosen accord-
ing to Kennicutt–Schmidt law (Kennicutt 1998), but these simu-
lations did not produce outflows due to the well-known problem
of overcooling at limited resolution. Solutions to this problem in-
clude using an effective density in the cooling of heated particles
(Thacker & Couchman 2000), shutting off cooling temporarily in
heated cells (Gerritsen & Icke 1997), directly applying momen-
tum ‘kicks’ in addition to thermal energy (Navarro & White 1993;
Mihos & Hernquist 1994; Scannapieco, Thacker & Davis 2001;
Springel & Hernquist 2003), and making use of a sub-grid tur-
bulence model (Scannapieco & Brüggen 2010). In part II of this
paper series, we will include a sub-grid model, but for this work
we compensate for overcooling by simply setting an SFR above
the Kennicutt–Schmidt law. We also note that it has been argued
that ULIRG SFRs lie above the global Kennicutt–Schmidt law
(Anantharamaiah et al. 2000; Daddi et al. 2010; Boquien et al.
2011). Hence, we set the SFR to 200 M� yr−1, which while at the
lower end of ULIRG SFRs, is greater than the Kennicutt–Schmidt
SFR for our galaxy model’s surface density. The parameters for
the galaxy-scale models are summarized in the bottom section of
Table 1.

2.4 Cooling function

For this code, we make use of the cooling curves, 	(T), of Raymond,
Cox & Smith (1976) and Sarazin (1986). We set the metallicity to
Z = 0.05 Z�. The cooling algorithm changes the internal energy ei

of each cell by applying 
ei = 	n2
tj , several times each time-
step, with the cooling time-step 
tj set such that |
ei| < |ei|/10 in
each step, and that

∑

tj is equal to the true time-step.

2.5 Feedback from star formation

We use the feedback model implemented by Scannapieco &
Brüggen (2010), with some modifications. In this model, the number
of SNe is tallied over time. Informed by the cosmic SN rate (Dahlen
et al. 2004; Giavalisco et al. 2004) and by initial mass functions,
it is assumed that 150 M� of star formation is required to produce
a single SN (e.g. Scannapieco, Ferrara & Madau 2002). When the
cumulative count of SNe exceeds a certain number, a bubble of hot
gas is produced in the disc, and these SNe are decremented from the
total SN count. The number of SNe required to produce a bubble
(NSN) is determined by generating a random variable ζ ∈ [0, 1] and
calculating

NSN = NSN,min

1 − ζ
, (8)
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where NSN,min is a model parameter. If NSN > NSN,max, where NSN,max

is another model parameter, then ζ is regenerated until NSN ≤
NSN,max. NSN,min and NSN,max determine whether feedback consists of
a small number of large bubbles, or a large number of small bubbles.
The radius of the bubble is set such that it is at least the size of the
region containing twice the mass in gas of the mass converted into
stars, as well as being greater than a resolution-dependent minimum
size that ensures that the bubble covers at least one cell.

The feedback is implemented by calculating the mass density and
specific internal energy associated with the bubble,

ρSN = MSN
NSN

4πR3
bub

, (9)

and

ei, SN = NSN

4πR3
bub

fSN1051erg, (10)

and adding this energy and density to all gas cells with centres
within 2Rbub by applying the transforms

ρ �→ ρ + ρSNerfc

(
rcell − rbub

0.05Rbub

)
, (11)

and

ei �→
[
eiρold + eSNρSN erfc

(
rcell − rbub

0.05Rbub

)] /
ρnew. (12)

Here, the erfc term smoothes the edges of the bubble and ensures
that the only sharp discontinuities in density and temperature are
those caused by the evolution and interaction of bubbles, and not
those directly imposed by the feedback algorithm. Again, this is a
modification to the Scannapieco & Brüggen (2010) algorithm.

In our fiducial models, we set fSN = 0.6, and MSN = 6 M�, which
allows us to parametrize the feedback’s luminosity, LFB, in addition
to the its mass-loading rate, Ṁ , in terms of the SFR Ṁ∗, through
the following equations:

LFB ≈ 1.3 × 1043 erg s−1

(
Ṁ∗

100 M� yr−1

)
, (13)

and

Ṁ =
(

Ṁ∗
150 M�/MSN

)
=

(
Ṁ∗

18.75

)
. (14)

Mass-loading rates were varied in some models by altering MSN.
Some unrealistically large values are included to investigate the
effects of very large mass-loading rates.

2.5.1 Feedback in full galaxy models

In the full galaxy models, each bubble is placed randomly, with
positions weighted according to ρ0(r, z)3/2 to reproduce the Schmidt
Law, where ρ0(r, z) is the initial analytic distribution of density.
Specifically, three random numbers ξ 1, ξ 2, ξ 3 ∈ [0, 1] determine
the position of the bubble. Defining again a Cartesian coordinate
system r = (x, y, z), where the disc lies in the (x, y) plane, the
position is given by

x = r cos(2πξ1), (15)

y = r sin(2πξ1), (16)

and

z = hz ln(ξ3), (17)

where r is determined by iteratively solving the equation

r = log[(1 + r)/(1 − ξ2)]. (18)

We have modified this model from that in Scannapieco & Brüggen
(2010) to allow multiple bubbles to be produced in a single time-
step, which is necessary due to the large SFR.

2.5.2 Feedback in central disc models

In the central disc models, the outflow is modelled as a single
starburst. While NSN is calculated as above, the bubbles are always
placed in the centre of the disc at z = 0 pc, and have a constant
radius of Rbub = 10 pc. This approach is similar to that of Fujita
et al. (2009), and allows a more direct comparison of the important
difference in the models: that our simulations are performed in three
dimensions instead of two (at the cost of lower resolution).

3 R AY TRAC I NG AND SI MULATED SPECTRA

To compare our results with observations, we developed a code to
perform raytracing on FLASH checkpoint data, and obtain a synthetic
absorption spectrum from the output. This spectrum covers the Na I

line, as this is a useful tracer of cold gas. In particular, Martin (2005)
produced spectra for a sample of z ∼ 1 ULIRGs, and we use these
as a basis for comparison.

3.1 Raytracing algorithm

Our raytracing algorithm tracks a ray or a grid of rays with arbitrary
angles through data from a FLASH checkpoint file. Various quantities
can be integrated along a ray as it propagates through the FLASH

adaptive mesh. By using a grid of rays, a column density or optical
depth plot can be produced from arbitrary angles, or (as described
below) the effects of the finite spatial resolution of a spectrometer
can be emulated. Our approach follows a ray through the FLASH oct-
tree refinement structure without converting the data to a uniform
grid.

3.2 Na I LINE SPECTRUM

3.2.1 General process

Our method for modelling the Na I line spectrum incorporates a
number of assumptions. First, we have assumed uniform back-
ground illumination by weighting the grid of rays evenly when
performing an average. Secondly, we have not accounted for dust,
which should produce a significant attenuation in ULIRGs, although
when examining absorption lines this may be less important. Fi-
nally, we have ignored any spectral broadening from the Earth’s
atmosphere or from the instrument performing the observations;
but given the limited physical resolution of the simulations, it is not
necessary to model these effects in detail.

To model the Na I line, we assume a constant H I/Na I ratio,
NNa I = 1.22 × 106, taken from Martin (2005). Following Fujita
et al. (2009), we assume that any cell with a temperature below
5 × 104 K consists of cold, Na I-absorbing gas. As justified below,
we also make a density cut at 10−21 g cm−3, with the assumption
that any gas above this density will contain some regions that have
cooled sufficiently to absorb the Na I doublet. We assume that any
gas which fulfils either of these criteria consists of Na I absorbing
gas.
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The line is calculated by integrating the optical depth through a
ray across a range of wavelengths. The optical depth is summed for
each cell the ray passes through, ignoring any emissivity, and the
continuum intensity is normalized to 1, so the final intensity of each
frequency is given by

I (ν) = exp(−τν) = exp
(
−

∑
τν,i

)
, (19)

where τ ν,i is the optical depth at frequency ν through cell i. This is
calculated from Spitzer (1978)

τν,i = Niαλ�(ν), (20)

where the frequency-integrated cross-section for the interaction (α)
is given by α = 0.015 924 cm2 s, Ni is the Na I column density, and
the Doppler profile �(ν) is given by

�(ν) = 1√
πb

exp(−v2/b2), (21)

where b = √
2kTi , k being the Boltzmann constant and Ti being the

cell’s temperature. The optical depth is binned in 1000 bins, repre-
senting line-of-sight velocities of −500 through 500 km s−1. Each
optical depth bin is summed through a ray’s path, and converted
to intensity in the final step. Results for this method are given in
Sections 5.1.4 and 5.2.4

3.2.2 Spectral and spatial resolution

The raytracing procedure produces a line profile for an infinitely
narrow beam passing through the system. This represents the
limit where an instrument can spatially resolve scales consider-
ably smaller than the typical scalelengths of any structures in the
observed object.

As noted in Martin (2005), individual clouds are not spatially
or spectrally resolved when using the Echelle Spectrograph and
Imager on Keck II. To represent this, the algorithm creates a grid
of rays intersecting the computational grid at different points. A
single spectrum is calculated by averaging the spectral lines over
all rays produced by this grid. The total spatial size of this grid is
the effective instrumental spatial resolution. The depth, width, and
shape of the spectrum can vary strongly on this spatial resolution.
Because the filling factor of dense clouds is small, at very high
effective instrumental spatial resolution the grid of rays will gen-
erally either all pass through a single cloud, or entirely miss any
cloud. This will produce either a narrow and saturated absorption
line, or the complete absence of any absorption lines. At coarser
effective instrumental spatial resolutions the line strengths can be
weak (as is observed), because only a small fraction of rays will
intersect clouds. Furthermore, at coarse instrumental resolution a
large number of clouds are included within the simulated aperture,
causing non-thermal broadening in the sodium line, which is the
effect we hope to capture.

The instrumental resolution in Martin (2005) is given as
≈1 arcsec, which corresponds to a spatial resolution of ≈1 kpc at a
distance of z ≈ 1. For the galaxy centre models, this is larger than the
entire simulation domain, and so the best approximation is to tighten
the effective instrumental spatial resolution to be equal to the size of
the entire simulation domain, i.e. 200 pc. In the full galaxy models,
the smallest cells are 250 pc in size, and an instrumental resolution
of 2 kpc is equivalent to only ≈8 cell widths. While this may be
sufficiently large to resolve the entirety of a small cloud, it is not suf-
ficient to resolve a large number of clouds and produce the observed
non-thermal broadening. However, based on the assumption that the

Figure 1. Examining of spatial resolution on line profiles. Top left: lines
with spatial resolutions of 80−120 kpc. Top right: lnes with spatial res-
olutions of 2–100 kpc. Bottom left: 2 kpc spatial resolution line at three
different elevation angles. Bottom right: 100 kpc spatial resolution line at
three different elevation angles.

filling factor and velocity dispersion of dense Na I-absorbing clouds
do not depend strongly on scale, we should expect the absorption
spectrum of a real galaxy to not strongly depend on instrumental
spatial resolution, and the effective instrumental spatial resolution in
the simulated spectra can justifiably be coarsened from ≈1 kpc to a
much larger value, and hence a significant number of clouds will be
represented in the spectra. The assumption of scale-independence
is not unreasonable, as these clouds are produced by turbulent mo-
tions, and the statistics of turbulence do not depend strongly on
scale.

We have plotted the effects of varying the effective instrumental
spatial resolution on the line profile of BHighRes in Fig. 1 . For the
range 80–120 kpc, all of the Na I absorbing gas is within the beam.
At these coarse instrumental spatial resolutions, changing the reso-
lution does not change the line profile shape, but only changes the
strength of the line, as more rays ‘miss’ the Na I absorbing regions
entirely. The line depth here is proportional to 1/l2 where l is the
instrumental spatial resolution. As l drops further (e.g. 40 kpc and
below), the line not only strengthens, but noticeably changes its
shape. However, this is strongly dependent on the ray’s path – as
noted above, for narrow beams the ray generally either hits one
cloud, or misses every cloud. This sensitivity is not the case for
coarser spatial resolutions, and so 100 kpc is chosen as the effec-
tive instrumental spatial resolution. The strength of the line is still
strongly dependent on instrumental resolution in this regime, and
so it is not meaningful to compare this line strength to observations.
However, the velocity-width and velocity at line centre should not
be affected by these issues (given the assumption of only weak
cale-dependence), and these are the properties that we emphasize
for comparison with observations.

The circular component of velocity was also removed before
calculating the line profiles, as at this very coarse spatial resolution
circular motion can be a non-turbulent source of line-broadening
that is not present in the observations due to their finer resolution.
At later times, much of the rotation is no longer coherent, but some
residual rotational velocity remains. To remove this, the mass and
horizontal angular momentum of each FLASH cell are binned into
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annuli 2 kpc thick and 2 kpc tall to produce a set of rotation curves.
The rotational velocity of each cell is then calculated with a two-
parameter linear interpolation from this table and subtracted from
the cell.

The shape of the spectrum depended weakly on the number of
rays produced by the grid, i.e. the numerical resolution of the ray-
tracing. For a small number of rays (e.g. 32 × 32), the produced
spectrum was jagged and did not show the smooth shape produced
when a larger number of rays (e.g. 512 × 512) were used. The line
was fairly well converged for an L × L grid for L > 64. We, hence,
used a 128 × 128 grid of rays as it was slightly more accurate and
still computationally efficient.

To represent finite spectral resolution, the output line profile is
convolved with a Gaussian profile. Explicitly, we define

Ismooth(v) =
∫ vmax

vmin

I (v′)
1

σ
√

π
exp

(
(v − v′)2

σ 2

)
dv′, (22)

where σ is the standard deviation of the spectral broadening. This
is calculated this using the convolution theorem, making use of the
Fastest Fourier Transform in the West library (Frigo & Johnson
2012). The full width at half-maximum (σ = FWHM/(2

√
2 ln 2))

of the Gaussian is set to 65 km s−1 as in Fujita et al. (2009), to match
the observations of Martin (2005).

3.2.3 Line fitting

Having produced line profiles over a large range of angles for a series
of parameters, we fitted a Gaussian to the result to estimate the line
width for comparison with observations. This was performed with
a weighted χ2 fit. To ensure the line centres were well fitted, the
weight of wavelengths with zero Na I opacity (i.e. I = 1) was reduced
by weighting each point in the line according to W = (1.0001 − I)2,
where the value of 1.0001 is used instead of 1.0 prevent divide-by-
zero errors. This improved the algorithm’s ability to correctly fit the
width and strength of each line.

In edge-on orientations, a strong double peak is visible (as in the
top-left panel of Fig. 10). These two peaks have a similar speed
relative to the rest frame of the galaxy (i.e. the peaks at are ±v0

for some v0) and are clearly distinct in the line profile. However,
the clumpy nature of the outflow can produce several peaks in the
line that do not correspond to distinct outflow components – they
are merely part of the velocity dispersion within an outflow, and
should be modelled by a single broad Gaussian. To automatically
capture both cases, two fits are performed on each line – one with a
single Gaussian curve, and one with two Gaussian curves, both of
whose parameters are allowed to vary freely. To determine which
fit is most appropriate, we examine the fit parameters. If the two
Gaussians have a similar velocity at line centre – where ‘similar’ is
defined by ||v1| − |v2||/(|v1| + |v2|) < 0.5 – then the double-peak
fit is used. Otherwise, the single-line fit is used. In the double-peak
case, the parameters of each peak (FWHM, line-centre velocity,
line strength) are averaged to produce one set of parameters for
each spectrum.

4 C L O U D F I N D I N G A N D T R AC K I N G

To determine the properties of the cold clouds of Na I-absorbing
gas produced in these simulations, we developed an algorithm to
identify, track, and plot them. The basic assumption of this algorithm
is that all cells of sufficiently low temperature or high density are
cold cloud cells, and that any cell that is orthogonally adjacent to

another cell is labelled as part of the same cloud. The temperature
and density cuts are T < 5 × 104 K and ρ > 10−21 g cm−3, the same
criteria used for Na I-absorbing gas in the raytracing algorithm.

To track clouds between checkpoint files we use a method similar
to Tasker & Tan (2009). For each cloud, the centre-of-mass position
and velocity were calculated. These were used to predict the position
of the cloud in the following checkpoint file, i.e. if the positions and
velocities in successive files vi , r i and vi+1, r i+1 are separated by
a time 
t, the estimated position is rest = r i + vi
t . The cloud
closest to this position is identified as the ‘same cloud’.

In the simulations in which clouds are no longer significantly
accelerated by the outflow, we predict the trajectory of clouds using
the ballistic approximation. The gravity field is produced from the
same subroutine used by FLASH to produce a table of gravitational
accelerations during each simulation’s initialization. The initial po-
sition and velocity of each cloud is calculated from the FLASH output
by the algorithm detailed above. The cloud’s position and velocity
are integrated using the leapfrog algorithm with a fixed time-step.
The numerical integration allows us to calculate the full vector
components of the velocity and position.

5 R ESULTS

5.1 Full galaxy models

5.1.1 General evolution

In all models, the bubbles very quickly combine to form a single co-
herent outflow (see Fig. 2). Although feedback is spread throughout
the disc, and all of the disc gas develops a large vertical velocity,
the flow is strongest near the centre, where star formation is most
rapid. As almost all of the disc gas is incorporated into the outflow,
the outflow front is very dense. This cool, dense front is followed by
a hot low-density medium which has been directly heated by feed-
back. In some of the simulations, cool clouds are carried with the
wind, while in others the interior of the wind remains hot. Column
density plots of BHighRes in Fig. 3 illustrate these clouds. Their
origin does not appear to be the RT instability acting on the cold
front of the super-bubble, as we detail in the following sub-section.

5.1.2 Formation and evolution of clouds

The evolution of the number of clouds and the gas–gas mass and
volume fractions in these models is plotted in Fig. 4 . BMedRes
shows an initial peak in cloud formation, which is extinguished
within 40 Myr. BMedRes then forms additional clouds at 60 Myr,
and while BHighRes also shows an initial peak, it manages to

Figure 2. Edge-on density slices of BHighRes at t = 20 Myr (left) and
t = 40 Myr (right).
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Figure 3. Edge-on (left), and face-on (right) column density ray-trace plots
of BHighRes at t = 100 Myr.

Figure 4. Top: number of clouds in full galaxy models. Centre: cold
(T < 5 × 104 K) gas volume fraction. Bottom: cold gas mass fraction.

maintain a large number of clouds throughout the simulation. The
reason for this is apparent when we track the evolution of this cold
gas, as shown in Fig. 5 . The disc initially cools, producing a large
quantity of absorbing gas. Feedback bubbles divide this gas into
discrete regions, which are identified as separate clouds of cool gas.
In all models except BHighRes, the feedback fills the entire disc with
hot gas, destroying all of the cold regions. However, in BHighRes,
the cold clouds are not destroyed, and instead are pushed out of the
disc by the hot winds, forming the cold high-velocity-dispersion
component of the wind while continuing to accrete cooling gas
from the surrounding hot wind. This is confirmed by the centre and
bottom panels of Fig. 4, where the volume and mass fractions of cold
gas in BMedRes dramatically drop by t = 40 Myr, while the cold
gas in BHighRes persists more effectively. These cool regions can
only form above and below the plane of the disc, as the feedback is
too intense in the plane to allow any cold gas to exist. In BMedRes,
there is also a cold high-velocity-dispersion component in the wind,
but this is caused solely by gas cooling within the wind. This cooling
happens because the starburst has completed, and because the hot
gas is now free to adiabatically expand into the regions above the
disc.

Hence – unlike the findings of Fujita et al. (2009) – the cold gas
in BHighRes is produced by the cool regions between hot bubbles
being pushed out of the disc by the pressure of the hot outflow
beneath them, while the cold gas in both BMedRes and further cold
gas in BHighRes is produced by cooling in the turbulent outflow
itself (as in Scannapieco 2013).

The formation of cold clouds of gas in these simulations is res-
olution dependent, and so even at our highest resolution model
(BHighRes) only a moderate number (∼150) of these clouds form
by the end of the simulation time, as visible in a ray-traced column-
density plot (Fig. 3). Only one of these clouds lies in the x = 0 plane,
which suggests that the additional avenues for gas flow permitted
in 3D simulations inhibit their formation. The number and mass
of these clouds depends on resolution, with fewer clouds form-
ing at lower resolution. As the mass spectrum plots in Fig. 6
demonstrate, the clouds at higher resolution are also more massive,
possibly because we can resolve higher densities, and hence cooling

Figure 5. Evolution of cold gas in BMedRes (top), and BHighRes (bottom), in snapshots at t = 0, 25, 50, 75, and 100 Myr (left to right). These plots show
the temperature of the coldest gas of all cells along the line of sight (the x-direction), and hence the proximity of clouds is exaggerated. The colour scheme has
also been chosen to distinguish the T < 5 × 104 K gas which will produce Na I absorption.
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Figure 6. Cumulative mass spectra for BHighRes and BMedRes.

Figure 7. Left: escape velocities and net velocities for all clouds. The line
indicates where vescape = vcloud. Right: velocity space trajectories for all
clouds. The clouds do not decelerate significantly over 100 Myr.

instabilities are more dramatic, but also because these clouds have
formed at an earlier time from a denser medium (i.e. the disc rather
than the outflow).

The escape velocities of these clouds are calculated using
vescape = √

2φ, where φ is the gravitational potential given by
FLASH’s subroutines – i.e. dv/dt = ∇φ. Most of the clouds have
exceeded the escape velocities at their positions (Fig. 7). Making
use of the ballistic approximation detailed above, there is very little
change in each cloud’s velocity over a period of 100 Myr, as also
shown in Fig. 7. Ignoring hydrodynamics, this would imply that
most of the cold gas will not eventually rain back on to the disc as
a ‘galactic fountain’, but will instead continue outwards and enrich
the intergalactic medium.

The next question is whether we might expect hydrodynamic
effects to dissolve the clouds. This is estimated by examining their
history to see if they have begun to lose mass. The mass history of a
sample of clouds is plotted in Fig. 8, and it is clear that clouds are still
gaining mass, as additional gas is cooling and being accreted. This
fits the overall trend of cold gas also plotted in Fig. 8. The large
density of gas ejected from the galaxy permits efficient cooling,
catalysing cloud-forming instabilities.

However, even though the clouds are gaining mass, the mean
density of each cloud is dropping exponentially (Fig. 8). If this
continues, clouds will reach the background density of 10−29 g cm−3

in only ≈250 Myr, and will likely be disrupted by hot flows well
before then. This suggests that the clouds will not likely remain
coherent as they rise to large distances from the disc. Martin (2006)
observed that Na I absorption extends out to distances of around
4–18 kpc. Although the hot outflows in BHighRes extend much

Figure 8. The histories of a sample of clouds in BHighRes. Top left:
mass history. Top right: volume history. Bottom left: mean density (i.e.
mass/volume) history. The thick line is 2 × 10−24exp ( − t/22 Myr) g cm−3.
For these three plots, the different colours of the thin lines are to distinguish
between the different clouds in the sample. Bottom right: the evolution of
the mass fraction and volume fraction of cold gas in BHighRes.

further than this, out to almost 100 kpc, the cold clouds are closer
to the disc, agreeing with this result.

However, X-ray emission maps from Chandra surveys (Ptak et al.
2003) only reveal hot gas at scales of ≈10 kpc, much closer to the
disc – either the hot gas at large altitudes must be currently unde-
tectable in X-ray wavelengths (perhaps it is not dense enough), or
our outflows are too energetic. We propose two possible explana-
tions for an overly energetic outflow in these simulations.

First, the limited resolution does not permit modelling of the
detailed structure of the interaction between hot bubbles and cool
gas in the disc, and hence instead of hot underdense gas escaping
through narrow avenues, almost the entire gaseous mass of the disc
is propelled outwards, providing a large reservoir of momentum to
plough through the halo. This might be exacerbated by the stochastic
feedback mechanism, which is not entirely consistent with realistic
star formation, especially as resolution limits force a lower limit on
the size of hot bubbles. For example, a hot bubble is likely to be
placed directly on top of an existing hot bubble, even though star
formation is unlikely in such a hot low-density environment.

The second explanation is that the halo model lacks density con-
trasts, and that a more detailed model of the gaseous halo will would
affect the evolution of hot outflowing gas. A galaxy in a cosmolog-
ical context – especially a merging system such as a ULIRG – may
not have a spherically symmetric hot halo whose density smoothly
drops with radius. For example, the presence of inflows (both hot
and cold) and other sub-structure in the gaseous halo could provide
an impediment to hot outflowing gas, resulting in a lower outflow
velocity and a smaller spatial extent.

5.1.3 Estimates of neglected effects on clouds

Some physical processes have been neglected in our simulations,
or suppressed due to the limited resolution. Here, we estimate the
effects of neglecting self-gravity and thermal conduction, as well as
cloud destruction from hot flows below our resolution.

The importance of self-gravity can be determined by calculating
the dynamical time tdyn = 1/

√
Gρ and comparing it to the typical
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Figure 9. The minimum dynamical time along the line of sight for an
edge-on view of BHighRes at t = 100 Myr.

cloud age. The minimum dynamical time along the line of sight for
an edge-on view of BHighRes at t = 100 Myr is plotted in Fig. 9. In
most of the volume, tdyn > 1 Gyr. The minimum dynamical time in
the entire domain is tdyn = 160 Myr. As the clouds form at around
20 Myr, the oldest clouds are 80 Myr old. Hence self-gravity, while
not insignificant, is not likely to be dominant in this model.

We can determine the importance of thermal conduction by com-
paring the conductive heating rate of a cloud with its radiative
cooling rate. The cooling rate per unit volume is 	n2

c , where nc

is the number density of particles in the cold clouds, and 	 is the
cooling function at the appropriate temperature. In the classical limit
(Spitzer 1962; Begelman & McKee 1990), the heating rate can be
approximated by

∇ · q = −∇ · κ∇Th ≈ κT /l2, (23)

where ∇ · q is the cooling rate per unit volume, κ is the ther-
mal conductivity, T is the temperature of the hot gas, and l is
the typical diameter of the clouds. The conductivity of the elec-
trons in the hot gas is κ = 5.6 × 10−7T5/2 erg s−1 K−1 cm−1

(Draine & Giuliani 1984; Begelman & McKee 1990). For a cloud
of T = 4 × 105 K at our chosen metallicity of Z = 0.05 Z�,
our cooling function gives 	 = 2.8 × 10−23 erg cm3 s−1. We can
choose typical values for the other parameters, setting Th ≈ 107 K,
l ≈ 3 kpc, and nc ≈ 0.06 cm−3. This gives a heating rate of
∇ · q ≈ 1.8 × 10−26 erg s−1 cm−3, and a cooling rate of 	n2

c ≈
1.0 × 10−25 erg s−1 cm−3. Hence, if the classical assumption holds,
thermal conduction only has a small contribution. We note that
our chosen metallicity is less than that of recent observations
(Rupke, Veilleux & Baker 2008). A metallicity six times larger
than that used in our simulation will result in a cooling rate of
1.3 × 10−25 erg s−1 cm−3, which is similarly greater than the heat-
ing rate, and hence using a higher metallicity should not drastically
change our results.

We must also determine whether the classical assumption is ap-
propriate. If the mean free path for electrons is not small com-
pared to the size of clouds, the classical assumption does not
apply, and thermal conduction is saturated and it will be weaker
than the classical estimate (Cowie & McKee 1977). The mean
effective free path for the electrons in the hot gas is given by
λκ = 0.284φc(Te/107 K)n−1

e pc, where φc is a constant of order 1.
Taking typical values of Te ≈ 107 K and ne ≈ 7 × 10−4 cm−3 gives

λκ ≈ 400 pc. This is only about an order of magnitude smaller
than the typical cloud size in these full galaxy simulations, and so
thermal conduction may be even weaker than the classical estimate.

Finally, we use the ‘cloud crushing’ time-scale of Klein,
McKee & Colella (1994) to estimate the effect of unresolved hot
flows destroying the clouds. This is

tcc =
(

ρc

ρh

)1/2
lc

|vh − vc| , (24)

where ρh and vh are the density and velocity of the hot wind, ρc and
vc are the density and velocity of the cold clouds, and lc is the typical
diameter of the clouds. Taking typical values of ρh ≈ 10−29 g cm−3,
ρc ≈ 10−25 g cm−3, vh ≈ 300 km s−1, vc ≈ 260 km s−1, and
lc ≈ 3 kpc gives tcc ≈ 5 Gyr, which is much longer than our
simulation time. Hence, unresolved processes in the hot wind are
unlikely to directly disrupt the clouds.

5.1.4 Simulated spectra

In Fig. 10, we have plotted absorption lines for BHighRes
at t = 100 Myr at viewing angles with elevation angles from
0◦ to 210◦, where an elevation angle of 0◦ corresponds to an edge-
on view of the disc. These plots are for a single component of the
Na I doublet, and also do not include instrumental broadening. The
disc lines are not visible as the disc does not retain any cold gas in
this simulation.

It is clear from these plots that there is substantial broadening
in the outflow. If we remove the thermal contribution to the broad-
ening, replacing each Gaussian line profile with a top-hat func-
tion with width equal to our spectral resolution (i.e. the numeri-
cally resolution-limited equivalent to a Dirac delta function), then
this broadening is still present (Fig. 11). This confirms that insta-
bilites in outflows can produce cold gas with large non-thermal
broadening.

The left frame of Fig. 12 shows the line-centre outflow velocity
as a function of viewing angle. The variation with elevation angle is
closely modelled by an absolute sine function, which demonstrates
that the outflow appears to be a single coherent flow. This is not
surprising as the spatial resolution is essentially the entire disc, and
so any small-scale deviations will be smoothed out. There is also no
significant variation with azimuthal angle. This result is consistent
with the line widths below, and so it can be concluded that on a broad
scale, this model is azimuthally symmetric. Note that this does not
necessarily justify the accuracy of two-dimensional simulations:
non-axisymmetric instabilities and flows are still dominant in the
simulation (see Fig. 3 for example). Although these full-scale galaxy
models evolve from axisymmetric initial conditions, the symmetry
is broken through the stochastic feedback algorithm.

The right frame of Fig. 12 shows the full width at half-maximum
(FWHM) as a function of viewing angle. The line-width peaks at
edge-on viewing angles, and is at a minimum for face-on viewing
angles, approximately fitting a sine wave. This appears to show
that most of the velocity dispersion is parallel to the plane of the
disc. This may be seeded by the rotation of the disc, although the
outflowing gas is no longer coherently rotating.

5.1.5 Comparison with observations

The outflow velocities from the simulated spectra of the full galaxy
simulations are significantly smaller than the average observed by
Martin (2005) of 330 ± 100 km s−1. Our maximum (i.e. face-on)

MNRAS 441, 389–403 (2014)
Downloaded from https://academic.oup.com/mnras/article-abstract/441/1/389/976926
by Saint Mary's University user
on 16 February 2018



398 D. J. Williamson et al.

Figure 10. Line profiles for elevation angles of 0◦−210◦ (where an elevation angle of 0◦ is viewing the disc edge-on), and azimuthal angles of 45◦, for the
simulation BHighRes. The elevation angle increases from top left to bottom right in 30◦ steps. The red line is the line profile, while the green line is a Gaussian
fit, both described by the axis labels on the left of each plot. The y-axis is normalized so that the continuum intensity is equal to 1. The blue line is the residual,
described by the axis labels on the right of each plot.

Figure 11. Line profiles with and without thermal (i.e. Doppler) broadening
in a simulation. The strength of the un-broadened lines are dependent on the
spectral resolution of the code, and so we arbitrarily rescale the intensity
to allow a closer comparison with the thermal broadened lines. These lines
are sight lines through the BHighRes model at an elevation angle of 0◦ (i.e.
edge-on) and an azimuthal angle of 45◦.

Figure 12. Left: fitted outflow velocities at line centre as a function of
elevation angle for BHighRes. Right: line width as a function of elevation
angle for three azimuthal angles

outflow velocity is 240 km s−1, which agrees with Martin’s result
though only at the limits of the allowed errors. At any other angle
our outflow velocities are slower. The cause may be simply that the
simulated SFR and galaxy mass are smaller than a typical ULIRG,

Figure 13. Vertical velocity (i.e. vz) of BHighRes at t = 100 Myr. The
colour scheme is chosen to match Fig. 19.

or that we have neglected the energy impact from an AGN. However,
there is also a significant scatter in the relationship between SFR
and outflow velocity (Martin 2005), and indeed there are observed
ULIRGs with SFRs of ≈400 M� yr−1 with outflow velocities of
only ≈100 km s−1.

By comparison, the hot gas in this simulation reaches extremely
high velocities, as high as 2000 km s−1, although most of the volume
of gas still has velocities of less than 1000 km s−1 (Fig. 13). While
the clouds do not have significantly slower velocities than hot gas
at the same height above z = 0, the hot gas extends much further
above the disc, and hence the maximum velocity of the hot gas
greatly exceeds that of the cold clouds.

The line widths range from 200 to 300 km s−1, which agrees
with the lower range of the Martin (2005) observations of 320 ±
120 km s−1 (although there is significant scatter in the observations,
Martin & Bouché (2009) observe line widths up to 800 km s−1).
This shows that it is indeed possible for cold clouds in ULIRG
outflows to have sufficient velocity dispersion to explain the large
observed line widths.

MNRAS 441, 389–403 (2014)
Downloaded from https://academic.oup.com/mnras/article-abstract/441/1/389/976926
by Saint Mary's University user
on 16 February 2018



High-dispersion cold gas in outflows – I. 399

5.2 Galaxy centre models

5.2.1 General evolution

In these models, the centralized feedback inflates a bubble which
rapidly rises through the disc, sweeping up dense matter until insta-
bilities allow the hot gas to break through. At lower resolutions, the
entire centre of the bubble ‘blows out’, and no complex structure is
formed. However, at higher resolutions the bubble wall fragments
into a number of dense regions, around which the hot gas flows.
These results are illustrated in Fig. 14. Here – as in Fujita et al.
(2009) – the origin of fragmentation does indeed appear to be the
RT and RM instabilities, but the nature of the fragmentation differs
greatly in our models.

Figure 14. Density slices of galaxy centre models at various effective reso-
lutions. Slices of models are taken at 130 kyr. Top left: SVLowRes, effective
resolution 643. Top right: SLowRes, 1283. Bottom left: SMedRes, 2563.
Bottom right: SHighRes, 5123.

Figure 16. Evolution of the volume fraction fhot of gas with T > 105 K
in SHighRes and SHighResLumpy. Initially, fhot is higher in SHighRes-
Lumpy due to the initial density perturbations resulting in small regions
of hot gas above the disc. In each model fhot rapidly increases when the
simulation reaches blow-out, at t ≈ 100 kyr for SHighRes, and t ≈ 120 kyr
for SHighResLumpy.

Although at t = 130 kyr, a 2D slice of SHighRes appears to show
clouds forming from the bubble wall (left-hand panel of Fig. 15), the
cold gas is not a series of clouds but still a single contiguous struc-
ture. It appears that the hot gas has punched holes in the cold shock
front, but that the walls surrounding these holes have remained
largely intact. The structure of these walls are strongly symmetric,
due to the symmetry of the feedback and initial conditions. The
inclusion of asymmetric density perturbations in the initial condi-
tions of SHighResLumpy breaks this pattern (right-hand panel of
Fig. 15), and produces a more irregular cloud structure. This ‘blow-
out’ also occurs a later time in SHighResLumpy (Fig. 16), perhaps
as a result of increased cooling in the dense perturbations.

At this point in the simulation, hot gas can flow through the frag-
menting bubble wall, filling much of the simulation domain with
hot high-speed gas. This drives down the time-step and forces re-
finements across a greater volume of the simulation, dramatically
increasing the wall-clock time per output. As a result, there was
insufficient wall-clock time to fully evolve SHighRes. However, we
have allowed one high-resolution simulation – SHighResLumpy –
to evolve further so that we can examine the evolution of the

Figure 15. Edge-on slice of temperature for SHighRes (left) and SHighResLumpy (right) at t = 130 kyr.
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Figure 17. Number of clouds in galaxy centre models.

fragmenting bubble wall. Our fiducial line profiles are taken from
SHighResLumpy at t = 160 kyr.

5.2.2 Formation and evolution of clouds

We applied our cloud finding algorithm to these simulations
(Fig. 17). Most of the models did not have sufficient time to fragment
into a large number of small clouds, but SHighResLumpy produced
>70 clouds by the end of the simulated time. These clouds were
still being strongly accelerated by the hot gas by the end of the
simulation, and hence, it is not appropriate to use the ballistic ap-
proximation to predict the trajectories. However, these clouds will
still contribute to the non-thermal broadening of the Na I line, which
we analyse in the following section.

5.2.3 Estimates of neglected effects on clouds

Following the procedure outlined in Section 5.1.3, we can estimate
the effects of self-gravity and thermal conduction, as well as the
importance of hot flows below our resolution in cloud destruction
for the galaxy centre models. We select parameters that are typical
of clouds and the wind in these simulation, setting Th ≈ 107 K, Tc ≈
5 × 104 K, nc ≈ 600 cm−3, 	 ≈ 10−22 erg cm3 s−1, lc ≈ 0.3 pc,
vc ≈ 1300 km s−1, vh ≈ 2000 km s−1, ρc ≈ 10−21 g cm−3, and ρh ≈
10−24 g cm−3.

The minimum dynamical times along the line of sight for an
edge-on view SHighResLumpy at 160 kyr is plotted in Fig. 18. The
smallest dynamical times above the disc are tdyn ≈ 1 Myr, and so
self-gravity is negligible in the evolution of these clouds.

The classical thermal conduction rate of ∇ · q ≈
1.8 × 10−18 erg s−1 cm−3, and a radiative cooling rate of 	n2

c ≈
3.6 × 10−17 erg s−1 cm−3, and so conduction is not dominant. The
mean-free path for hot electrons is 0.5 pc, of the order of the size of
the clouds, suggesting that the correct thermal conduction rate may
be a little less than this classical limit.

The cloud crushing time for the central clouds is ≈140 kyr, similar
to the simulation time. Hence we should indeed expect these clouds
to continue to be disrupted as the system evolves. In paper II, we
will make use of a sub-grid model that incorporates these effects.

5.2.4 Simulated spectra

We applied our raytracing code to produce simulated spectra of the
models SHighResLumpy. In contrast to the full galaxy run, in this

Figure 18. The minimum dynamical times along the line of sight for an
edge-on view of SHighResLumpy at 160 kyr.

Figure 19. Vertical velocity (i.e. vz) of SHighResLumpy at t = 130 kyr
(left), and t = 160 kyr (right). The colour scheme is chosen to divide the gas
into four categories: v ≈ 0 km s−1, v ≈ 500 km s−1, v ≈ 1000 km s−1, and
v � 1000 km s−1.

model the initial disc is largely intact outside of the central feedback
region. Furthermore, even after blow-out, the lower portions of the
bubble wall remain intact. These regions are both dense and cold,
and contain Na I. An unfiltered face-on spectrum with an effec-
tive spatial resolution broad enough to cover the entire simulation
shows three components: a sharp line at v ≈ 0 km s−1, a broad line
at v ≈ 500 km s−1, and a weaker line at v ≈ 1000 km s−1. Fig. 19
shows the z-velocities of slices through SHighResLumpy, with a
colour scheme chosen to emphasize these three broad regions of
velocity. The v ≈ 0 km s−1 line clearly corresponds to the intact
disc, while the v ≈ 500 km s−1 line corresponds largely to the outer
portions of the burst-open bubble wall. Only the v ≈ 1000 km s−1

line corresponds to fragmenting material within the outflow. As this
work is primarily focused on the outflowing gas, the disc compo-
nent can be neglected, and we do this by cutting out all gas below
z = 70 pc. The lower components of the wall have significant veloc-
ities (≈500 km s−1), but this dense gas is not entrained within the
hot flow, and is not being accelerated by it. As shown in Fig. 19, the
clouds are accelerated from ≈500 to ≈1000 km s−1 from t = 130 to
160 kyr, while the lower walls remain at a roughly constant speed.
Hence, the gas of interest only consists of the clouds near the cen-
tre of the outflow. To cut out this outer wall, the beam-width is
narrowed to 60 pc.

Fig. 20 shows the line profiles from rays through SHighRes-
Lumpy at t = 160 kyr at angles of 0◦−20◦ from face-on. It is not
useful to fire rays at angles greater than this, as the still intact lower
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Figure 20. Line profiles for angles of 0◦ (top left), 6◦ (top right), 14◦ (bot-
tom left), and 20◦ (bottom right) from face-on, for the simulation SHigh-
ResLumpy. The red line is the line profile, while the green line is a Gaussian
fit, both described by the y-axis labels on the left of each plot. The blue line
is the residual, described by the y-axis labels on the right of each plot.

Figure 21. Line-of-sight velocity at line centre (left), and line width (right)
as a function of viewing angle for SHighResLumpy, with the disc removed
and a spatial resolution that resolves the outflow while missing the lower
bubble wall.

bubble wall would dominate the spectrum. The velocity dispersion
of the clouds produces a curve that is well approximated by a Gaus-
sian. The lines show an outflow velocity of up to 1000 km s−1 and
an FHWM of up to 220 km s−1. There is no strong difference be-
tween the line profiles as the viewing angle is changed by this small
amount. However, as shown in Fig. 21, the velocity at line centre
decreases and the velocity dispersion increases as the viewing an-
gle moves away from a direct face-on view. This is unsurprising, as
the main component of the net velocity is in the vertical direc-
tion, while the main component of the velocity dispersion is in the
horizontal direction.

To test the effects of the asymmetric perturbations, we also deter-
mined spectra for SHighRes and SHighResLumpy at t = 130 kyr.
At this earlier time, the outflow velocities are lower (800 and
850 km s−1), as the clouds have had less time to accelerate, but
are similar between the two simulations. However, the line depth (1
− I/I0) at lines centre of 0.4 is much deeper for SHighResLumpy at
t = 130 kyr than for SHighRes at t = 130 kyr or SHighResLumpy at
t = 160 kyr, which both have line depths of 0.14. As stated above,
blow-out occurs later in SHighResLumpy, and so the clouds are less
disrupted and more optically thick at t = 130 kyr.

5.2.5 Comparison with observations

Interestingly, despite the large difference in initial conditions and
system evolution, the FWHM of the spectral lines from central-disc
model are similar to the full galaxy case, both reaching a minimum
of around 220 km s−1 for a face-on view. These agree with the lower
limit of the Martin (2005) value of 330 ± 100 km s−1, and so we have
confirmed that the break-up of the bubble wall does indeed produce
sufficient velocity dispersion to explain the observed broadening.
However, here the outflow velocity (≈1000 km s−1) greatly exceeds
the observed velocities of 330 ± 100 km s−1. This may simply be
a product of the feedback conditions – we may have overestimated
the energy input rate, or underestimated the size of the feedback
region, producing unrealistically intense feedback.

5.2.6 Mass-loading

We also examined the effects of varying the mass-loading rate.
As mentioned above, this is parametrized by MSN, the mass of
gas ejected in each SN. Modifying this value is equivalent to a
combination of (a) varying the initial mass function of massive
star formation, (b) including a low mass-loading AGN, and/or (c)
varying the amount of gas that completely escapes an SN. We have
produced simulations with MSN = 0, 4, and 16 M� in addition to the
fiducial MSN = 6 M�. These were performed at a low resolution,
and so it is not possible to perform a detailed analysis of the variation
in cloud formation and properties with mass-loading. However, we
can investigate the impact on bubble evolution and blow-out. This
is a scenario that has been well studied in the past (e.g. Mac Low,
McCray & Norman 1989; Norman & Ikeuchi 1989; Ferriere, Mac
Low & Zweibel 1991; Koo & McKee 1992; Stil et al. 2009; Zaninetti
2012).

The primary result is that bubble inflation and blow-out occur
much more rapidly and violently at smaller mass-loading rates.
During blow-out, the volume of hot gas increases dramatically, and
so we can plot the volume fraction of hot gas in the models over
time to compare the times at which blow-out occurs. With ‘hot
gas’ defined as gas above 105 K, this is plotted in Fig. 22, and it is
clear that blow-out is weakened and delayed with increasing mass-
loading (the initial gentle downwards slope is caused by cooling).
The addition of mass raises the density within the bubble, which
decreases the cooling time, reducing the effectiveness of heating.
A greater mass also requires more kinetic energy to reach a high
velocity. This also reduces the density contrast across the bubble
interface, weakening the RT instability.

5.2.7 Resolution dependence

We examined models with four different maximum levels of re-
finement, with effective resolutions ranging from 643 to 5123. The
effect on blow-out times is clear in the hot gas fraction plots, Fig. 22.
As in Section 5.2.6, the hot gas fraction initially decreases slowly
as gas radiatively cools throughout the disc, and then dramatically
rises when ‘blow-out’ occurs and hot gas begins to stream out of
the bubble. A resolution dependence is clear: blow-out occurs at
earlier times as resolution is increased. This is likely because the
growth-rate of the RT instability increases with decreasing wave-
length – for an inviscid medium, the growth rate of an instability
with amplitude η in a gravitational field of acceleration g is given
by

dη

dt
= (Agk)1/2η, (25)
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Figure 22. Top: evolution of hot gas volume fraction as mass-loading is
varied. Bottom: evolution of hot gas volume fraction as resolution is varied.
The drop in hot gas fractions at the end of some simulations is due to hot
gas escaping the simulated region.

where A is the Atwood number, and k = 2πλ is the wavenum-
ber of the instability (Chandrasekhar 1961). As resolution is in-
creased, the stronger instabilities at shorter wavelengths are no
longer suppressed by the discretization of the grid, and the bubble-
wall can fragment and allow blow-out earlier. Our medium- and
high-resolution runs appear to follow the same locus, but this does
not mean the simulation has converged – while blow-out occurs at a
similar time, the level of fragmentation is clearly different (Fig. 14).

5.3 Line profiles: extended models

We examined the effects of a more ‘realistic’ line profile on BHigh-
Res, including broadening from limited spectral resolution, and
line confusion from inclusion of both lines in the Na D doublet. We
also explored the results of using a much tighter spatial resolution
(i.e. beam-width), using 10 kpc instead of our fiducial 100 kpc. The
results of these examinations are plotted in Fig. 23.

The effective broadening due to spectral resolution is produced
by convolving the intensity with a Gaussian curve, with an FWHM
set to 65 km s−1. The second line in the doublet is modelled as a
copy of the first line, transposed by 
λ = 5.97 Å. It is clear (left-
hand panels of Fig. 23) that these additions do not significantly alter
the line profile properties.

However, tightening the effective spatial resolution of the simu-
lated observer does significantly change the line properties (right-
hand panels of Fig. 23). A tight beam does not capture the details
of the structure of the outflow – the beam will likely intersect with
only a few clouds, or none at all. This produces irregular results for
the FWHM and outflow velocities that are not indicative of the over-
all structure of the outflow. While the very broad effective spatial
resolution used in our fiducial models smooths out the large-scale
structure, a tight beam misses this structure entirely. This confirms
that, given the resolution limits of our hydrodynamic simulations,
the ‘broad beams’ used in our fiducial raytracing calculations are
the most appropriate choice.

Figure 23. The effects of extensions to the line profile models (left), and
the effects of narrowing the ‘beam-width’ (right).

6 C O N C L U S I O N S

We performed three-dimensional simulations to explain the source
of cold high-velocity-dispersion gas in ULIRG outflows (as ob-
served by Martin 2005, in particular). Our initial conditions were
set up to produce a scenario where clouds are produced by the frag-
mentation of the wall of a galactic super-bubble, induced by the RT
instability (as in Fujita et al. 2009). This was done in two scenarios,
one focusing on the central 200 pc of the galaxy, and another where
the entire galaxy is included in the simulation domain. We produced
spectra of the simulations with a raytracing algorithm to facilitate
comparison with observation.

Our models succeeded at producing cold outflowing gas with
large velocity dispersions, but only at the higher resolutions. The
velocity dispersions were 220–260 km s−1 in our galaxy centre mod-
els, and 200–300 km s−1 in our full galaxy models. These results
are similar, and both agree with the lower end of the observations
(330 ± 100 km s−1). Our two scales of simulation produce this cold
outflowing gas through different means. In the highest resolution
full galaxy models, the cold disc gas is fragmented by the large
number of hot bubbles produced in the disc. This gas is then pushed
into the outflow by the intense pressure of the feedback beneath it,
and is supplemented by cooling within the hot wind. In the lower
resolution full galaxy models, cold gas is only produced by cooling
within the hot wind, or at very low resolutions, is not produced at
all.

In the galaxy centre models, the cold gas is instead produced by
the RT fragmentation of the wall of a feedback-inflated bubble. Pre-
cise determination of the most important process will require larger
scale and higher resolution simulations, perhaps with improvements
to the physical model such as the inclusion of self-gravity and a
more self-consistent feedback algorithm. In paper II, we will per-
form simulations with a sub-grid turbulence model to better model
feedback and alleviate resolution issues. Nevertheless, in this paper
we have demonstrated that cold gas with high velocity dispersions
can indeed be present in simulations of ULIRG outflows.
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