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#### Abstract

This thesis addresses fundamental questions related to the prebiotic evolutionary selection of the building blocks of nucleic acids. The structural tendencies and propensities in today's nucleic acids are rationalized based on thermodynamics as a principal driver of evolutionary selection. The free energies of the possible reaction paths available to prebiotic Nature are calculated from quantum chemistry. As one example (of many), the $\beta$-anomers of the nucleosides(tides) predominant in modern nucleic acids - are found to be slightly more stable than their $\alpha$ counterparts. This small thermodynamic advantage operating over millennia may have contributed to the observed dominance of today's canonical forms. Calculations also suggest the possibility that non-canonical N -(2-aminoethyl)glycine (AEG) and glycerol nucleosides(tides) may have assisted in the synthesis of today's nucleosides(tides) if the prebiotic environment has been aqueous. Energetic comparisons of ancestral nucleic acids containing arsenate instead of phosphate indicate no thermodynamic advantage for the phosphate, raising an important open question as to the reason for Nature's selection of the latter. It is also found, computationally, that barbituric acid may have well been a prebiotic precursor of today's nucleobases reinforcing earlier proposals. A more fundamental question may be about the choice of nucleic acids as the carriers of genetic information, in the first place, instead of other contenders such as proteins. A partial answer is formulated by proposing a quantitative account of the "value" of information as a new dimension to be added to the traditional "amount" (bits) in Shannon's information theory. Thus, the thesis addresses certain aspects of evolutionary biochemistry from the standpoint of thermodynamics under differing conditions of solvation. Meanwhile, the rates (kinetics) were not considered in this work since the synthetic and mechanistic steps from reactants to products of most of the proposed reactions remain largely unknown. Several other potential factors have not been considered but, with these variables being constant, our results remain valid and so are the questions they open for future investigations.
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## Long Summary of the Thesis

The present thesis addresses a set of fundamental questions related to the prebiotic origins of the building blocks of nucleic acids. The author of this thesis seeks to shed light on the following type of questions: can a plausible molecular evolution pathway be proposed to explain the emergence of nucleosides and nucleotides as they exist in today's nucleic acids and a proto-RNA based solely on thermodynamic (free energies) considerations? Is the evolutionary selection of, primarily, the $\beta$-anomers of the nucleosides(tides) in preference to the $\alpha$-counterparts consistent with the differences in their energetic stabilities? Why has thymine been chosen to be predominantly incorporated in today's DNA while uracil is typically found in RNA? And, at a more fundamental level, why, in fact, have nucleic acids been selected as the carriers of genetic information rather than other aperiodic biopolymer such as proteins?

To address these (and other related) questions, the present author relies primarily on theoretical (quantum) computational chemistry. This choice is mainly driven by the difficulty in recreating the variety of potential prebiotic Earth conditions in a laboratory. From the chest of tools of theoretical chemistry, this work is based on statistical thermodynamics, semiempirical electronic structure methods such as PM7, and on density functional theory (DFT). From quantum and computational chemistry, total and free energies associated with the molecular structures of the building blocks of nucleic acids have been accurately calculated. The free energies were then fed to statistical mechanics to estimate the thermodynamic probabilities of the synthesis of nucleosides(tides) given postulated pathways. To run these calculations, an in-house Linux cluster was used along with the resources of Canada's national high-performance computing (HPC) system (Compute Canada which starting in June 2022 was replaced by the Digital Research Alliance of Canada (The Alliance)). Compute Canada/The Alliance officials estimate that, in 2022 (only), the author's calculations used more than $1 / 4$ of a million CPU hours (ca. 235,000 CPU hours $\approx 27 \mathrm{CPU}$ years).

Two pathways were proposed for the formation of the nucleosides(tides): one may be termed "classic pathway" and the other "alternative pathway". The difference between two pathways is in the order of addition of the reactants. In the classic pathway, the condensation reaction of the trifunctional connector (TC), e.g., D-ribofuranose and the nitrogenous base (recognition unit (RU)) is carried out followed by the condensation of the ionized linker (IL), e.g., the phosphate ion. Since free energy is a state function, the change in free energies of two such pathways do not depend on the order of steps, however, the first condensation reaction can trap the intermediate's geometry in a different local minimum on the potential energy hypersurface of leading to differences in the geometries of the products and hence differences in the overall energies of reaction. This does not contradict in any way Hess' law since the products have different geometries depending on the order of addition and, hence, also different energies.

It is found that, overall, there is a slight energetic advantage of the $\beta$-anomers of nucleotides (the dominant form in today's nucleic acids) over their $\alpha$-anomers counterparts. This observation holds for the modeling of these building blocks in both vacuum and implicit (continuum) aqueous solvation. Furthermore, for non-canonical nucleosides(tides) (those with alternative components (TCs, RUs and ILs)), some differences are observed favoring the dominant anomeric form observed today in the genetic material. This small thermodynamic advantage operating over millennia may have contributed in the observed dominance of canonical $\beta$-anomers as we know them today.

The classic pathway for the synthesis of the canonical building blocks of nucleic acids is favored in vacuum (but not in implicit solvation). The latter reversal of behavior on going from gas-phase to aqueous-phase is aligned with the well-known "water problem" which stipulates that the nucleotides are hydrolyzed (hence are unstable) in aqueous environment and that all laboratory attempts to synthesize nucleotides in aqueous environment have, as a result, very low reaction yields. This also suggests that the prebiotic environment may have had a low dielectric constant, i.e., may have been non-polar.

In the case of non-canonical nucleosides and nucleotides, either pathway in both aqueous and gas-phases favors the synthesis of the barbituric acid $\mathrm{C}^{5}$-glycosylated (BA-C ${ }^{5}$ ). Overall, the synthesis of barbituric acid (BA)-C ${ }^{5}$-nucleosides(tides) is the most thermodynamically favored over all other canonical and several non-canonical nucleosides(tides) by typically > $10 \mathrm{~kJ} / \mathrm{mol}$ ( 2.4 $\mathrm{kcal} / \mathrm{mol})$. These results point toward barbituric acid as one of the potential prebiotic precursors of today's nucleobases, reinforcing a thesis that has already been proposed in the literature.

The synthesis of nucleosides(tides) containing glycerol and N-(2-aminoethyl)glycine (AEG) is estimated to be considerably more favored compared to other trifunctional connectors, including the canonical D-ribofuranose and D-2'-deoxyribofuranose. In other words, the synthesis of AEG-nucleosides in implicit aqueous solvation, and glycerol-nucleosides(tides) in both vacuum and aqueous media, are thermodynamically favored by $\approx-20 \mathrm{~kJ} / \mathrm{mol}$. These results suggest that non-canonical AEG and glycerol nucleosides(tides) may have assisted the synthesis of today's nucleosides(tides) in case the prebiotic environment has been aqueous.

In present day, there are bacteria that live near deep ocean hydrothermal vents that may contain arsenic-based nucleic acids (or arsenate groups as ionized linker instead of phosphate), a few authors have wondered whether early forms of nucleic acid may have had As in place of P . The author reformulated this question in energetic terms. The results of the calculations in this thesis show that, surprisingly, there are almost no differences in energies of reactions upon replacing $\mathrm{HPO}_{4}^{2-}$ (hydrogen phosphate ion) by $\mathrm{HAsO}_{4}^{2-}$ (hydrogen arsenate ion) in the TC of the nucleotides. This finding is true for both sets of calculations whether in aqueous environment or in vacuum. This unexpected finding means that the possibility of an ancestral nucleic acid containing As instead of P cannot be ruled-out on thermodynamic grounds. But why has the phosphate been selected in the grand majority of contemporary organisms? This is an open question that we leave for future investigations. Nevertheless, perhaps a tentative answer could be related to the higher resistance to hydrolysis by phosphate.

In-line with the general interest of the author of this thesis, Shannon's information theory is reviewed in relation to its capability of quantifying the "amount" of information (in bits) per symbol in a given coding language. The relevant chapter of the thesis contains a brief review of the important work of Lila Gatlin and of Mikhail Volkenstein on the capacity to convey information in a "4-letter nucleic acid language" where the bases/nucleotides are the symbols compared to that of a " 20 -letter protein language" where the individual amino acid residues are the symbols. The 4 letter language has less information carrying capacity per symbol than its 20-letter counterpart and,
hence, the effect of a mutation is, in general, less dramatic in a stretch of nucleic acid than the more information-dense language of protein. To this day, information theory has focused solely on the amount of information (the number of bits) in a given message of letter. Following the lead of Volkenstein, we present here a few original thoughts on the possible manners in which we can also take the value of information into quantitative account. The value of information is as important as its amount if not more especially for the living system. This value is related to the redundancy of the information and the effect of receiving it and its translation into physical "effects". This work is still in its early stages, however, several open questions in this domain are outlined in the relevant part of this thesis.

In closing, this thesis addresses certain aspect of evolutionary biochemistry from the standpoint of thermodynamics, that is, the spontaneity of the set of reactions being considered under differing conditions of solvation. The advantage of such approach is, as mentioned above, that the free energies of reactions are independent of the particular synthetic steps taking one from a set of reactants to a set of products. This can be an advantage since in many cases such detailed synthetic and mechanistic steps are largely unknown. A slight thermodynamic advantage will tend to favor the accumulation of a given species in nature at the expense of another produced via a competing reaction channel. Meanwhile, one must not forget the other side of the coin in chemical reactivity, which is its dynamic aspect. That latter aspect is captured by transition state theory and the kinetics of chemical reactions. In order to study the rate of the reactions that led to today's observed nucleic acids, we need a detailed synthetic route(s) and study the slow (rate-determining) step in any give pathway. This knowledge is presently largely unavailable and is certainly an alley for future explorations.

Thus, what has been left out in this work is kinetics aspects, but this is not all. Other factors that were not considered include - but are not limited to - the Earth's temperature, the presence of ions, uneven surfaces, pH variations, different atmospheric compositions, the flooding of the surface of planet Earth with UV radiation and/or cosmic showers, etc. These are all valid and important factors that were not considered, in part, due to the extreme complication that this would have entailed and the combinatorial explosion of the various sets of such conditions. However, with all these potential variables kept constant, our results remain valid and so are the questions they open for future investigations.
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Figure 3.7 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{3} \mathrm{~T}_{2}$ and ${ }^{2} \mathrm{~T}_{3}$ ) of the 5 -MR in Ribf: ribofuranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 206

Figure 3.8 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{3} \mathrm{~T}_{2}$ and ${ }^{2} \mathrm{~T}_{3}$ ) of the 5-MR in Tho: threofuranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 208

Figure 3.9 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{3} \mathrm{~T}_{2}$ and ${ }^{2} \mathrm{~T}_{3}$ ) of the $6-\mathrm{MR}$ in 2 dRib : 2'-deoxyribopyranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model. 209

Figure 3.10 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{3} \mathrm{~T}_{2}$ and ${ }^{2} \mathrm{~T}_{3}$ ) of the $6-\mathrm{MR}$ in Rib: ribopyranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.

Figure 3.11 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of 2 dRibf nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.

Figure 3.12 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of Ribf nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 218

Figure 3.13 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of Tho nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 221

Figure 3.14 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of 2 dRib nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 222

Figure 3.15 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of Rib nucleosides. Each bar color represents the initial puckering conformations for the 5 -MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 224

Figure 3.16 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 non-canonical glycerol nucleosides. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.

Figure 3.17 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 non-canonical glyceric acid nucleosides. (Top) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 228

Figure 3.18 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 11 PNA nucleosides between (AEG) and the 5 canonical acetylated bases (RUs-Ac): A (adenine- $\left.\mathrm{N}^{9}-\mathrm{Ac}\right), \mathrm{G}\left(\right.$ guanine- $\left.\mathrm{N}^{9}-\mathrm{Ac}\right), \mathrm{C}\left(\right.$ cytosine- $\left.\mathrm{N}^{1}-\mathrm{Ac}\right), \mathrm{T}$ (thymine- $\mathrm{N}^{1}-\mathrm{Ac}$ ), U (uracil- $\mathrm{N}^{1}-\mathrm{Ac}$ ) and 6 non-canonical RUs-Ac: TAP-C ${ }^{5}$ (2, 4, 6-triaminopyrimidine-C ${ }^{5}$-Ac), TAP-N (2, 4, 6-triaminopyrimidine- $\mathrm{N}^{4}-\mathrm{Ac}$ ), BA-C ${ }^{5}$ (barbituric acid-C ${ }^{5}-\mathrm{Ac}$ ), BA-N (barbituric acid- $\mathrm{N}^{1}-\mathrm{Ac}$ ), CA (cyanuric acid- $\mathrm{N}^{5}-\mathrm{Ac}$ ) and MM (melamine-N-Ac). (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.
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Figure 3.19 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical ( $\mathrm{A}, \mathrm{G}, \mathrm{C}, \mathrm{T}$ and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around 2dRibf. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\chi}$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model 232

Figure 3.20 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical ( $\mathrm{A}, \mathrm{G}, \mathrm{C}, \mathrm{T}$ and U ) and the 6 non-canonical (TAP- ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around Ribf. The blue
vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\chi}$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 233

Figure 3.21 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical ( $\mathrm{A}, \mathrm{G}, \mathrm{C}, \mathrm{T}$ and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around Tho. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\chi}$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6$311++\mathrm{G}(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model........................................................................................................... 235

Figure 3.22 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical ( $\mathrm{A}, \mathrm{G}, \mathrm{C}, \mathrm{T}$ and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}, ~ B A-N, C A$ and MM) RUs around 2 dRib . The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\chi}$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) $\mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model 236

Figure 3.23 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical ( $\mathrm{A}, \mathrm{G}, \mathrm{C}, \mathrm{T}$ and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around Rib. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\chi}$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-
$311++\mathrm{G}(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 237

Figure 3.24 Sugar ring conformations for the furanose (5-MR) sugars [137, 138, 139] accordingly to the Cremer-Pople's (CP) phase angle $\phi_{2}$. The preferential conformations ${ }^{2} \mathrm{~T}_{3}(\mathrm{C} 2$ '-endo-C3'-exo) and ${ }^{3} \mathrm{~T}_{2}(\mathrm{C} 2$ '-exo-C3'-endo) are colored in blue. E: east, T: twist.

Figure 3.25 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the $5-\mathrm{MR}$ puckering conformation for the 2 dRibf . The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\phi}_{2}$ in $\left({ }^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue ones represent the $\alpha$ counterparts for the different nucleosides. (Top) B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. ................... 241

Figure 3.26 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR puckering conformation for the Ribf. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\phi}_{2}$ in $\left({ }^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue ones represent the $\alpha$ counterparts for the different nucleosides. (Top) B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 242

Figure 3.27 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR puckering conformation for the Tho. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\bar{\phi}_{2}$ in $\left({ }^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue ones represent the $\alpha$ counterparts for the different nucleosides. (Top) B3LYP/6-311++G (d, p) in vacuum, (Bottom) B3LYP/6-311++G(d, p ) in aqueous medium using the IEFPCM solvation model

Figure 3.28 Sugar ring conformations for the pyranose (6-MR) sugars accordingly to the CP polar coordinates $\phi$ (zenithal angle), $\theta$ (azimuthal angle) and $Q$ (total puckering amplitude) [139]. The
preferential chair conformations ${ }^{4} \mathrm{C}_{1}$ and ${ }^{1} \mathrm{C}_{4}$ are colored in blue. C: chair, B: boat, S : twist/skew boat, H: half-chair, E: envelope. 245

Figure 3.29 Mercator projection of the kernel density probability and scatter plot for the distribution of the values for the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the $6-\mathrm{MR} \beta$ - and $\alpha-2 \mathrm{dRib}$. (Top) B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.

Figure 3.30 Mercator projection of the kernel density probability and scatter plot for the distribution of the values for the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the $6-\mathrm{MR} \beta$ - and $\alpha$-Rib. (Top) B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.

Figure 3.31 Natural and un-natural T, U nucleosides. The predominant form occurring in nature is 2'-deoxythymidine (dRibf-T) and uridine (Ribf-U) occurring in DNA and RNA respectively. The minor forms, i.e., thymidine (Ribf-T) 2'-deoxyuridine (dRibf-U) which are not normally incorporated in RNA and DNA, respectively. The four figures at the bottom represent the nucleosides but with the pyranose ring (2dRib-T, Rib-U, Rib-T and 2dRib-U), also un-natural. See text and Table A9. (The star $\left(^{*}\right)$ denotes the anomeric center ( C 1 ') of the sugar). .................... 251

Figure 4.1 Molecular structure of nucleotides and orientation of the RU (nucleobases or recognition units) at the $\mathrm{C1}$ ' of a 5-MR TC (trifunctional connector) with respect to the IL (Ionized Linker) hydrogen-phosphate ( $\mathrm{HPO}_{3}{ }^{-}$) group at the C 5 ' for the (left): $\beta$ - (found in today's NAs) and (right): $\alpha$-anomers of nucleotides. $\mathrm{R}_{1}$ : H in 2'-deoxynucleotides (in DNA) or OH in ribonucleotides (in RNA) 295

Figure 4.2 Canonical and non-canonical RUs, TCs and ILs considered in the modeling of the nucleotides. A: Adenine, G: guanine, C: cytosine, T: thymine, U: uracil, TAP: 2, 4, 6 Triaminopyrimidine, BA: barbituric acid in its enol form, MM: melamine, CA: cyanuric acid, 2dRibf: 2'-deoxyribofuranose ( $\beta$-anomer present in DNA), Ribf: D-ribofuranose ( $\beta$-anomer present in RNA), Tho: D-threose (L-enantiomer in TNA), 2dRib: D-2'-deoxyribopyranose (present in p-DNA), Rib: ribopyranose (present in p-RNA), glycerol and glyceric acid (present in

GNA), $\mathrm{H}_{2} \mathrm{PO}_{4}^{-}$: (di)hydrogen-phosphate ion and $\mathrm{H}_{2} \mathrm{AsO}_{4}$ : (di)hydrogen-arsenate ion. $\ldots$ : Bonds been broken during the condensation reactions. $\longrightarrow$ : rotatable bonds changed during modeling of the potential energy surface at the semiempirical PM7 and the DFT B3LYP/6-311++G( $d, p$ ) levels. The blue and green C and N represent reactive centers for the glycosylation of TAP and BA that creates N - or C -nucleotides respectively

Figure 4.3 a) Equilibrium between the $\mathrm{E}_{1}\left({ }^{4} \mathrm{C}_{1}\right)$ and $\mathrm{A}_{1}\left({ }^{1} \mathrm{C}_{4}\right)$ conformations for a nucleotide with a 6-MR TC. ( $\mathrm{R}_{1}: \mathrm{H}$ for 2 dRib ), OH for Rib nucleotides. $\mathrm{R}_{2}: \mathrm{HPO}_{3}{ }^{-}$or $\mathrm{HAsO}_{3}{ }^{-}$, b) equilibrium between the ${ }^{3} \mathrm{~T}_{2}$ (2'- exo-3'-endo) and ${ }^{2} \mathrm{~T}_{3}$ (2'-endo-3'-exo) conformations for the nucleotides with a 5-MR TC. ( $\mathrm{R}_{1}$ : H for 2dRibf and Tho, OH for Ribf. $\mathrm{R}_{2}$ : H for 2 dRibf , Ribf and OH for Tho. $\mathrm{R}_{3}$ : $\mathrm{HPO}_{3}{ }^{-}$or $\mathrm{HAsO}_{3}^{-}$) $[45,40,41]$ (taken from [40] and reprinted with permission of Elsevier). 302

Figure 4.4 Comparison of the Gibbs free energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions for the $\alpha$ - and $\beta$ - anomers of (left) TCs-mono-phosphate ( $\mathrm{HPO}_{2}-\mathrm{O}-\mathrm{TC}$ ) and (right) TCs-mono-arsenate ( $\mathrm{HAsO}_{2}-\mathrm{O}-\mathrm{TC}$ ) backbones. The sugar ring conformations considered are ${ }^{3} \mathrm{~T}_{2}$ and ${ }^{2} \mathrm{~T}_{3}$ for the 5-MR 2 dRibf , Ribf, Tho and ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$ for the $6-\mathrm{MR} 2 \mathrm{dRib}$ and Rib. The anomers are $\alpha$ - and $\beta$-. The Gibbs energies are defined by equations 3.1-3.6 of Chapter 3. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model. 303

Figure 4.5 Two different models for constructing the $\beta$ - and $\alpha$-anomers of the nucleotides containing a sugar-like TC (2dRibf, Ribf, 2 dRib , Rib and Tho) and the nucleotides with a nonsugar TCs (glycerol and glyceric acid). Reaction pathways referred to in the text and tables are labeled with lower-case letters: classic ( $a+b$ ) and alternative model ( $c+d$ ).

Figure 4.6 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}$ $-2 \mathrm{dRibf}-\mathrm{RU} .(\mathrm{Top}) \Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d$, $p$ ) in aqueous medium using the IEFPCM solvation model.

Figure 4.7 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}^{-}$
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& -2 \mathrm{dRibf-RU} \text {. (Top) } \Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p) \text { in vacuum, (Bottom) } \Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, \\
& p) \text { in aqueous medium using the IEFPCM solvation model......................................................... } 318
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Figure 4.8 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the 2'-deoxyribofuranose mono- nucleotides phosphate ( $\mathrm{HPO}_{3}{ }^{-}-2 \mathrm{dRibf}-\mathrm{RU}$ ). (Top) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 319

Figure 4.9 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the HAsO $3^{-}-2 d R i b f-R U$. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 320

Figure 4.10 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis $(\mathrm{a}+\mathrm{b})$ (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}$-Ribf-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 322

Figure 4.11 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis $(\mathrm{a}+\mathrm{b})$ (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}-$-Ribf-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 323

Figure 4.12 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}$-Ribf-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 325

Figure 4.13 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the
$\mathrm{HAsO}_{3}-$-Ribf-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G (d,p) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model..................................... 326

Figure 4.14 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis $(\mathrm{a}+\mathrm{b})$ (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}$-Tho-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 328

Figure 4.15 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis $(\mathrm{a}+\mathrm{b})$ (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the HAsO $3^{-}$-Tho-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 329

Figure 4.16 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}$-Tho-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 330

Figure 4.17 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}{ }^{-}$- Tho -RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 332

Figure 4.18 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}-2 \mathrm{dRib}-\mathrm{RU}$. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model. 333

Figure 4.19 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the
$\mathrm{HAsO}_{3}{ }^{-}-2 \mathrm{dRib}-\mathrm{RU}$. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model..................................... 334
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| NMPs | riboNucleosides 5'-MonoPhosphate |
| AEG | N -(2-AminoEthyl)-Glycine |
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| D-2dRib | D-2'-deoxyRibopyranose |
| :---: | :---: |
| D-Rib | D-Ribopyranose |
| CH2-COOH | acetyl group |
| NPT | Normal Pressure and Temperature |
| FT-MW | Fourier Transform - MicroWave |
| NMR | Nuclear Magnetic Resonance |
| HPLC | High Performance Liquid Chromatography |
| MS | Mass Spectrometry |
| LC | Liquid Chromatography |
| RNP | RiboNuleoProtein |
| dUTPase | dUTP nucleotidohydrolase |
| UDG | Uracil-N-Glycosylase |
| PBS | Phosphate Buffered Saline |
| ddNs | 2',3'-di-(deoxy)Nucleosides |
| ${ }^{2} \mathrm{~T}_{3}$ | 2'-endo-Twist-3'-exo |
| ${ }^{3} \mathrm{~T}_{2}$ | 3'-endo-Twist-2'-exo |
| ${ }^{1} \mathrm{C}_{4}$ | 1'-endo-Chair-4'-exo |
| ${ }^{4} \mathrm{C}_{1}$ | 4'-endo-Chair-1'-exo |
| $\mathrm{H}_{2} \mathrm{PO}_{4}{ }^{-}$ | (di)hydrogen-Phosphate ion |
| $\mathrm{H}_{2} \mathrm{AsO}_{4}{ }^{-}$ | (di)hydrogen-Arsenate ion |
| FSA | Functional Similarity of Amino acid |
| Trp | Tryptophan |
| Ala | Alanine |
| ncDNA | non-coding DNA |
| ATPase | ATP synthase |
| $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ | Nucleosides(tides) |
| $\mathrm{Ns}(\mathrm{t})$ ANA | Nucleosides(tides) ANAlogs |
| XNA | Xeno-Nucleic Acids |


| FDA | United States Food and Drug Administration |
| :---: | :---: |
| SELEX | Systematic Evolution of Ligands by EXponential enrichment |
| PCR | Polymerase Chain Reaction |
| oligoNts | oligoNucleotides |
| ML | Machine Learning |
| DNN | Deep Neural Networks |
| AEGIS | Artificially Expanded Genetic Information System |
| OTA | OchraToxin A |
| GAI | Generative Artificial Intelligence |
| DL | Deep Learning |
| $S_{\text {i }}$ | Structural information entropy |
| SIC | Structural Information Content |
| QTAIM | Quantum Theory of Atoms in Molecules |
| QED | Quantitative Estimate of Drug-likeness index |
| QM/MM | Quantum Mechanics/Molecular Mechanics |
| $S_{\text {T }}$ | Tanimoto Similarity index |
| ONIOM | Our own $\mathbf{N}$-layered Integrated molecular Orbital and Molecular |
| CFI | Canada Foundation for Innovation |
| CPD | Cyclobutene Pyrimidine Dimers |
| $\left[\mathrm{B}(\mathrm{OH})_{4}\right]^{-}$ | borate ion |
| $\mathrm{H}_{2} \mathrm{NCOH}$ | Formamide |
| cGMP | cyclic 3', 5' Guanosine MonoPhosphate |
| POPC | Palmitoyl-OleoylPhosphatidylCholine |
| POPA | Palmitoyl-OleoylphosphAtidic Acid |
| LPC | LysoPhosphatidylCholine |
| MALDI-TOF | Matrix-Assisted Laser Desorption/Ionization-Time Of Flight |
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## Chapter 1

## Introduction

"It was a biochemical Jackson Pollock: a field of strings, tangles, loops"<br>Carl Zimmer (2021),<br>Life's edge: searching for what it means to be alive. New York, NY, Dutton

### 1.1 Theories on the prebiotic origin of the first biomolecules of life

It is considered that the Earth originated about 4.53 billion years (Gyr) ago [1], but when and how did the first biomolecules of life emerged in the prebiotic earth? Dohm and Maruyama proposed in 2015 the concept of "Habitable Trinity" as one of the minimum requirements for the emergence of life. It consists in the coexistence of atmosphere, water and landmass with continual material circulation between the three of them that is driven by the sun. The main elements for life ( $\mathrm{C}, \mathrm{N}, \mathrm{H}, \mathrm{O}$ and nutrients) are precisely provided from the three components of the Trinity [2].

Life is generally characterized by 1) compartmentation: ability to keep its components together and distinguish itself from the environment, 2) replication: the ability to process and transmit heritable information and 3) metabolism: the ability to capture energy and matter [2]. The biopolymers of life (proteins, nucleic acids and lipids) are the molecules that make these processes happen.

The first biomolecules and life may have emerged in some moment between 3.5-4 Gyr [3] [3], but how did this happen?

There are three main theories for the origin of life:

1) Life may have originated in the hydrothermal systems in the primitive oceans. This is based on the discovery of thermophilic organisms in the deep-sea vents in the late 1970s [4, 5, 6].
2) The materials essential for the origin of life came from outer space. Extraterrestrial objects (meteorites, comets and interplanetary dust particles) delivered essential chemical elements, e.g., carbon and basic organic molecules such as purines and pyrimidines for the ensemble into more complex biopolymers [7, 1, 8]. For example, carbonaceous chondrites that come from asteroidal
bodies contain 5\% of carbon and are rich in a mixture of organic matter that includes amino acids, purine and pyrimidine nitrogenous bases, monocarboxylic acids and sugar-like molecules [9].
3) The most accepted theory for the origin of life is the theory of chemical evolution proposed by Aleksandr I. Oparin and John Burton S. Haldane in 1924-1925 called the "prebiotic soup". This theory proposed that in a primitive reductive atmosphere more simple organic compounds went through a series of chemical reactions to give origin to more complex biomolecules [10, 11].

## 1.2 "RNA world hypothesis" and the chemical nature of nucleic acids

Which biomolecule of life emerged first? Some literature make reference for example to proteins as the first biomolecules, based essentially on the works by Stanley Miller and Harold Urey in 1953 [12, 13] on the synthesis of amino acids (aa) in chemical conditions that simulated the "prebiotic soup" [14].

Regardless of Miller-Urey's experiment most literature agrees that Nucleic Acids (NAs) were the first biomolecules that emerged in the prebiotic earth. Specifically, RiboNucleic Acid (RNA) has been accepted as the most likely first biopolymer. This has been known as the "RNA world" hypothesis [15, 16, 17].

Unlike DNA or proteins that can store information or have catalytic activity respectively, RNA can have both biological functions simultaneously. Messenger RNA (mRNA) can be obtained from a single strand of DNA through transcription and it contains the genetic information that can be translated into amino acids by transfer RNA (tRNA). On the other hand ribosomal RNA (rRNA) catalyzes the formation of peptide bonds in the ribosomes [18, 19, 20, 21].

These biochemical properties make RNA the ideal candidate for the first primitive biopolymer of life. If RNA was synthesized first, then it must have played a primordial role in the biosynthesis of other important biomolecules: proteins, lipids and DNA. This is the main premise of the "RNA world" hypothesis.

The building blocks of nucleic acids (NAs) contain three main components: a nucleobase (generically named Recognition Unit (RU)), a sugar (Trifunctional Connector (TC)) and a phosphate group (Ionized Linker (IL)). A nucleoside contains a sugar + base and a nucleotide is a nucleoside + phosphate. Most nucleosides(tides) exhibit a $\beta$ - (the base in the $\mathrm{C1}$ ' is in cis position
to the phosphate in the C5' of the sugar) instead of an $\alpha$-configuration (the base in the $\mathrm{C1}^{\prime}$ is in trans position to the phosphate in the C5' of the sugar) at the C1' of the sugar either in DNA or RNA. The bases are N -glycosylated on the C1' position of the sugar that can be D-ribofuranose in RNA or D-2'-deoxyribofuranose in DNA (Figure 1.1a).

Today's NAs contain mainly 5 nitrogenous bases, 2 purines: Adenine (A) and Guanine (G) and 3 pyrimidines: Cytosine (C), Thymine (T) (in DNA) and Uracil (U) instead of T (in RNA). The phosphate ion connects adjacent nucleosides usually between the C3' and C5' positions. The building blocks usually create antiparallel or parallel strands that can form a double helix by Watson \& Crick (WC) complementary base pairing [18] (Figure 1.1b).

### 1.2.1 Prebiotic synthesis of nucleic acids

If we accept that RNA came first, then, other questions arise. For example, how did this molecule originate in the first place and what basis early prebiotic conditions favored the selection and assembly of particular components for the building blocks of nucleic acids?

One of the first models for the prebiotic synthesis of nucleic acids proposed that these biomolecules were the product of prebiotic and geochemical reactions. This is known as the "classic model", "drying pool" or "drying lagoon". According to the classic model, regular cycles of dehydration and rehydration can promote polymerization reactions. In this way through consecutives condensation reactions RUs can bind to the TCs to produce the nucleosides and these ones react with ILs to obtain the corresponding nucleotides. The nucleotides can bind to each other through $3^{\prime}-5$ ' phosphodiester bonds to produce the oligonucleotides and finally, two antiparallel strands can assemble with each other through WC complementary base pairing to create a double helix [11, 23] (Figure 1.2).

### 1.2.2 Challenges for the prebiotic synthesis of the building blocks of nucleic acids

Within the framework of the "classic model", Orgel and coworkers explored the potential for the formation of the glycosidic bond between the purines (A, G, inosine and xanthine) and ribose by drying and heating the reactants at $100^{\circ} \mathrm{C}$ in the presence of acidic catalysts for 2 hrs . Only A was found to couple with ribose to produce $\alpha$ - and $\beta$-furanosyl nucleosides within $\approx 2$ -

a)



Figure 1.1 a) Chemical nature of today's building blocks of nucleic acids (nucleosides and nucleotides). b) 3D structure for a DNA double helix where A: adenine, G: guanine, C: cytosine, T: thymine (taken from [22] and reproduced with permission of Nature Education).


Figure 1.2 "Classic model" for the prebiotic synthesis of the building blocks of nucleic acids and the single and double stranded nucleic acid helixes [11] (taken from [11] and reprinted with permission of Chemistry \& Biology).
$10 \%$ of yield. The low solubility of G proved to be a severe limitation to the guanosine nucleoside formation. Other attempts on synthesizing U and C nucleosides using heating-drying reactions were unsuccessful [24].

The relatively low yield obtained by Orgel and coworkers for the synthesis of nucleosides was attributed to the instability of the glycosidic bond in aqueous environment giving rise to what is known as the "nucleoside problem" (a special case of the more general "water problem") [25, 26, 11, 27]. This means that the glycosidic bond between canonical nucleobases and the sugar ribose or 2'-deoxyribose is thermodynamically unstable in aqueous solution.

It is well known that the N -glycosylation is better achieved when the anomeric C 1 ' of the sugar moiety is previously activated with a better leaving group than water, but these synthetic methods include the use of hydrolytically unstable activating agents and reaction conditions that may not be similar to the environment of the prebiotic earth [28].

Other challenges on the prebiotic synthesis of the building blocks of nucleic acids following a "classic" approach also include the following:
$\checkmark$ The inefficiency of the phosphorylation of nucleosides and the polymerizing of the nucleotides through phosphodiester bonds in water is due to the thermodynamical instability of the phosphodiester bonds in aqueous solution. This limitation is also part of "the water problem" [29]. The formation of the nucleotides (phosphorylated nucleosides)
and the phosphodiester bond implies that the phosphate group acts as an electrophile and there is the release of a water molecule in the process, but the phosphate group deprotonates, except in acidic conditions ( $\mathrm{pH} \leq 2$ ) and this decreases its electrophilicity increasing the electronic repulsion and making the phosphodiester bond formation more difficult [30].
$\checkmark$ The low release of phosphate by nature due to the inertness by the most relevant minerals (apatite, whitlockite, brushite) and the poor regioselectivity for the $\mathrm{R}_{1}-\mathrm{O} 5^{\prime}-\mathrm{P}-\mathrm{O} 3^{\prime}-\mathrm{R}_{2}$ phosphodiester bond formation in plausible prebiotic conditions [31].
$\checkmark$ The nucleobases found in life today and their corresponding free nucleosides/nucleotides do not self-assemble through WC hydrogen bonding in the presence of aqueous solvents. This challenge has been named as 'the paradox of base pairing'" [32, 33].
$\checkmark$ The prebiotic synthesis of D-ribose or D-2'-deoxyribose is still also a challenge for prebiotic chemistry. The synthesis of ribose was first proposed by Butlerow through the formose reaction in 1861 [34]. The formose reaction includes a series of polymerizations of formaldehyde $\left(\mathrm{H}_{2} \mathrm{CO}\right)$ to obtain CarboHydrates $(\mathrm{CHs})$ but it presents a series of problems: 1) ribose is obtained as an intermediate product among a large number of other sugars with more or less carbon atoms and structural isomers with the same number of carbon atoms than ribose. This happens because chemical compounds containing carbonyl groups ( R $\mathrm{C}=\mathrm{O}$ ) can react through an enolization and an aldol addition to create complex polymers (asphalts). Hence, this is known as "the asphalt problem" [16]. 2). As a result the yields for ribose are usually $\leq 1 \%, 3$ ) the kinetic control of this reaction is crucial, 4) the reaction requires high concentrations of formaldehyde $(\geq 0.1 \mathrm{M})$ but it has been estimated that the concentration of this molecule in the prebiotic oceans must has been around $10^{-3} \mathrm{M}$ [35, 36].

### 1.2.3 Alternative solutions for the challenges associated with the prebiotic synthesis of the building blocks of nucleic acids

Tetrahydroxyborate $\left(\left[\mathrm{B}(\mathrm{OH})_{4}\right]^{-}\right)$minerals can sequester aldopentose and pentulose (ribose, ribulose and xylulose) from a prebiotic mixture of carbohydrates [37]. From these sugars, ribose forms the most stable $\left[\mathrm{B}(\mathrm{OH})_{2}\right]^{-}$-complexes. This may be possible due the capacity of $\left[\mathrm{B}(\mathrm{OH})_{4}\right]^{-}$ to bind to 1,2-diol units of molecules especially in a cis position in a ring. Ribose contains two C1'-

OH and $\mathrm{C}^{\prime}-\mathrm{OH}$ in the same direction in the hemiacetal ring and can create additional hydrogen bonds between $\mathrm{C}^{\prime}-\mathrm{OH}$ of ribose and $\left[\mathrm{B}(\mathrm{OH})_{4}\right]^{-}$that further stabilize the complex. Additional studies have shown that ribose can also be synthesized in the presence of borate [16, 38].

Since the chemical synthesis of nucleic acids in prebiotic conditions has encountered many challenges (see section 1.2.2) an alternative has been to attribute today's nucleic acids chemical nature to "evolution" [17]. The evolutionary theory for the prebiotic origin of nucleic acids proposes that DNA as we know it today may have been a descendant of ancestral predecessors. Probably a proto-RNA (first nucleic acids ancestor) with different components for the building blocks than ribose, the canonical nucleobases and phosphate were easier synthesized in the environmental conditions of the early earth [11], then through a series of chemical transformations this proto-RNA evolved into a series of pre-RNAs [33] that eventually produced todays RNA and DNA molecular structures (Figure 1.3).

Following this idea, different alternative synthetic routes and non-canonical components for the building blocks of nucleic acids have been proposed in the literature.

For example, the challenges collectively referred as "the water problem" led Orgel and coworkers to synthesize cytidine $\alpha$-anomers from a mixture of cyanamide and pre-existing D -ribose-5'-phosphate, D-ribose and D-arabinose. Finally the $\alpha$-anomers were photoanomerized to $\beta$ using UltraViolet (UV) light [39]. These experiments are known as the "ribose centric model" [11].

Following this idea, Sutherland and coworkers have proposed numerous routes for the synthesis of cytosine containing nucleosides and nucleotides [40, 41, 23], but still the results obtained by these authors have not reached yields $\geq 60 \%$ due to competitive photodecomposition of the final products and the formation of U from the deamination of C . These synthetic methods also introduced the idea that the phosphate group may have not been initially in the 5 ' position of the ribose.

In 2000, Hud and Anet proposed the "polymer fusion model" as a way to overcome the "paradox of base pairing". The model argues that first, certain RUs can create stacked arrays and organize in supramolecular or rosette assemblies (polymers). This polymer can then be connected by a TC-IL backbone [42]. This model proposes a plausible route for the formation of NA polymers in prebiotic conditions which is dependent on RUs that can create rosette assemblies through complementary base pairing and introduces the idea that nucleic acids can be synthesized through the glycosylation of the sugar-phosphate backbone to the nucleobases already paired.


Figure 1.3 Evolutionary theory for the prebiotic emergence of nucleic acids [11] (taken from [11] and reprinted with permission of Chemistry \& Biology).

Theoretical modeling of the ribose-phosphate backbone by Šponer and coworkers has shown that the formation of the nucleic acid polymers depends on the geometric properties of the molecular structure of the backbone and its components [43]. The idea that phosphate may have created bonds with ribose before the RUs has inspired many alternative synthetic studies involving the synthesis of the building blocks from a bicyclic or acyclic sugar-phosphate derivative $[44,45$, 46, 47, 48, 49].

The polymer fusion model has a main disadvantage: it lacks of an explanation for how the components of the building blocks of nucleic acids may have emerged in prebiotic conditions.

Even when many models have been proposed for the prebiotic synthesis of RNA based on the "RNA world" paradigm, a plausible route for the prebiotic synthesis of DNA is missing, even when this polymer is essential for life because it contains the genetic information [3]. We cannot dismiss the possibility that RNA and DNA may have emerged simultaneously and that maybe the components of both nucleic acids coexisted in a prebiotic pool or lagoon.

### 1.2.3.1 Non-canonical RUs

If we consider that RNA and DNA emerged as a result of evolutionary selection, then this means that maybe the components of the building blocks of "proto- and pre-RNAs" TCs, RUs and ILs were different from the ones present in today's nucleic acids. From many RUs candidates that have been tested in order to overcome the "paradox of base pairing" and the "nucleoside problem" four non-canonical nucleobases have shown potential as the RUs for the first proto- and pre-RNAs. These bases are the triazines: MelaMine (MM), Cyanuric Acid (CA) and the pyrimidines: 2, 4, 6TriAminoPyrimidine (TAP), Barbituric Acid (BA) (Figure 1.4a). They can pair spontaneously through complementary hydrogen bonding similar to the 5 canonical nucleobases to create rosette or hexad (six-sided polygons) assemblies in aqueous environment (Figure 1.4b).

Cafferty and coworkers studied in 2018 a library of 91 nitrogenous bases that includes the 5 canonical nucleobases and 86 other heterocycles (Figure 1.5). These other bases contain in their structures exocyclic H , amine $\left(-\mathrm{NH}_{2}\right)$ and carbonyl $(\mathrm{C}=\mathrm{O})$ groups [52]. The authors evaluated this chemical space based mainly on 6 criteria: 1) their capacity to create complementary base pairing through at least two hydrogen bonds, similar to the canonical bases, 2) their capacity to create $\pi$ stacked assemblies, 3) good chemical and photostability, 4) their ability to react with ribose in aqueous environment, 5) the ability to synthesize them in prebiotic conditions and 6) their capacity to absorb UV radiation. Cafferty et al. found that TAP, MM, CA and BA fulfilled these six requirements.

There have been many other studies that show how TAP, MM, BA and CA can create polymeric assemblies in water. For example, in a publication from 2016 [51] Cafferty and coworkers proved the formation of 2 nm hexads between 5-ribofuranosyl-C-Barbiturate-5'MonoPhosphate (C-BAMP) and N- ribofuranosyl-Melamine-5'-MonoPhosphate (MMP) or BA with MM in aqueous solution (see Figure 4b). An important remark of this study is the fact that the $\beta$-anomer of the nucleotides favored the formation of the supramolecular assemblies over the $\alpha$-counterpart. The polymers were characterized using Atomic Force Microscopy (AFM) and proton Nuclear Magnetic Resonance ( ${ }^{1} \mathrm{H}-\mathrm{NMR}$ ) spectroscopy.

In other studies, Cafferty et al. proved that TAP and CA derivatives create fibers that are linear $\pi$ stacking assemblies of hexads 1.6-2 nm thick. The topography of the fibers was obtained
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Figure 1.4 a) Molecular structure for MelaMine (MM), Cyanuric Acid (CA), 2, 4, 6TriAminoPyrimidine (TAP) and Barbituric Acid (BA) with their corresponding pKa [50]. b) Formation of a hexad in aqueous solution between the 5-ribofuranosyl-C-BArbiturate-5'-MonoPhosphate (C-BAMP) or Barbituric Acid (BA) (in red) with N-ribofuranosyl-Melamine-5'-MonoPhosphate (MMP) or MelaMine (MM) (in blue). The green group R or green spheres represent H for BA and MM and ribofuranosyl-5'-MonoPhosphate (rMP) for C-BAMP and MMP [51].
using atomic force microscopy. They conjugated TAP with succinic acid through an amide bond (TAPAS) and CA linked with hexanoic acid or butyric acid (CyCo6) to enhance both non-canonical bases aqueous solubility. They find that TAPAS can create macromolecular assemblies with CA and CyCo6 with TAP $[36,53]$.

Cafferty and Hud have also explored the formation of complementary base pairing between the non-canonical nucleobases TAP and BA and the relevance of these interactions in the replication of a proto-RNA. These two molecules can assemble spontaneously in circular hexads and the aqueous exposure of the hexads is thermodynamically unfavored ( $13 \mathrm{kcal} / \mathrm{mol}$ ) [50, 32].

On another study, Li and coworkers created supramolecular assemblies that contained adenine with CA and Adenosine 5'-MonoPhosphate (AMP) and 2, 6-DiAminoPurine (DAP) with CA and a CA derivative with a short acid tail (butanoic acid) (CACo4) respectively. All the nucleobases were proved to assemble with the modified CACo4. The data was tested using UV absorption and NMR techniques [54].

Addressing the "nucleoside problem" numerous studies have reported that these four noncanonical nucleobases TAP, MM, BA and CA can spontaneously create N - and C-glycosidic bonds with different types of sugars or phosphate-sugars derivatives. For example, when TAP is dried with ribose at $35^{\circ} \mathrm{C}$ the corresponding $\beta$-C-nucleoside was obtained as the majority product with a yield of at least $20 \%$. The $\beta-\mathrm{N}-, \alpha-\mathrm{N}-, \beta-\mathrm{C}$ and $\alpha-\mathrm{C}-$ nucleosides with the furanose or pyranose forms of ribose were obtained as minor products with a combined yield of 60-90\% [55].
In the same paper from 2016 Cafferty and coworkers [51] mixed BA and MM with ribofuranose-$5^{\prime}$-monophosphate at $20^{\circ} \mathrm{C}$ for 24 h at different pH ranges and obtained a yield of $\sim 80 \%$ and $\sim 33$ $55 \%$ for the anomeric mixture ( $\beta$ - and $\alpha$-configurations) of the BA (C-glycosylated) and MM nucleotides respectively.

Mungi and coworkers studied the reaction between ribose 5 '-monophosphate and BA heating the mixture at $90^{\circ} \mathrm{C}$ for 3 hrs. They obtained the corresponding $\beta$ - C -nucleotide as the main product in a yield of $40-85 \%$ depending on the initial conditions. When the authors performed the polymerization of the resulting nucleotides through dehydration-rehydration cycles at low pH and high temperature, a mixture of the $\alpha$ - and $\beta$-polynucleotides was obtained [56].


Figure 1.5 Set of nitrogenous bases tested by Cafferty and coworkers (taken from [52] and reprinted with permission of Springer Nature).

### 1.2.3.2 Other trifunctional connectors (TCs)

As previously mentioned, the synthesis of ribose through the formose reaction faces the "asphalt problem". In addition to this the mutarotation of ribose in water produces an equilibrium
mixture between the 6 member ring (6-MR) pyranose isomers: $\beta(\sim 59 \%), \alpha(\sim 20 \%)$, the 5 member rings (5-MR) ribofuranose: $\beta(\sim 13 \%), \alpha(\sim 7 \%)$ and the open chain $(\sim 1 \%)$ [57, 58]. In order to avoid the challenges associated with the formose reaction the prebiotic chemists have looked at alternative TCs.

Nucleic acids with non-standard sugars are denominated "Xeno-Nucleic Acids" (XNA) [59].

Different TCs have been employed instead of the usual 5-Member Ring (5-MR) 2' - deoxy or ribofuranose, e.g. 6-Member Ring (6-MR) sugars (pyranosil-RNA \{(p)-RNA \}) [60, 61], threose (in Threosyl Nucleic Acids (TNAs)) [11, 62, 63], glycerol (in Glycerol Nucleic Acids (GNA)) [11, 64, 65, 66, 67, 68, 69] and Peptide Nucleic Acids (PNAs) - a variety of XNA where the sugarphosphate is replaced by a peptide backbone $[70,71,72,73,74,75,67]$ (Figure 1.6 for an example on different XNAs).

The question on whether the first proto-nucleic acids had a TC different than ribofuranose becomes even more intriguing since there are examples of naturally occurring nucleosides(tides) with TC that differ by some extent from ribofuranose, e.g., salicin (a natural nucleoside with antiinflammatory properties that contains a glucose instead of ribose and is isolated from willow bark) [76].

In 2018, Fialho [77] and coworkers reported the results for the glycosylation of TAP with a set of sugars that included 5 aldopentoses, one ketopentose, 8 aldohexoses, one ketohexose and two aldotetroses. All sugars generate 5- and 6-MR nucleosides except ribulose, erythrose, ribose 5'-monophosphate (rMP) and threose. The mixture of TAP+TC in 1:1 molar ratio was heated at 85 ${ }^{\circ} \mathrm{C}$ for 24 hrs at $\mathrm{pH}=1$ or $\mathrm{pH}=7$. All products were analyzed by Liquid Chromatography-Mass Spectrometry (LC-MS) and ${ }^{1} \mathrm{H}-\mathrm{NMR}$. All TCs glycosylated to TAP in different yields, e.g., at pH $=7$ ribose $(31 \%)$, rMP ( $8 \%$ ) and threose ( $2 \%$ ). The low yield associated with the threose-TAP nucleosides was related to the higher degradation rate of threose compared to other sugars. This study proposes the idea that if a proto-RNA with non-canonical nucleobases emerged as the first biomolecule then it is possible that this ancestral polymer may also have non-canonical TCs.

The extensive literature on alternative TCs that can glycosylate with RUs, phosphorylate and generate macromolecular assemblies similar to today's nucleic acids led the Eschenmoser's group to hypothesize that ribose was later selected by nature as the present TC due to its ability to offer a balance between stability and flexibility of the double helix in comparison with other sugars.

(a)

(b)

(c)

(d)

(e)
$\mathrm{R}_{1}: \mathrm{H}$ or $\mathrm{OH}, \mathrm{R}_{2}:$ DNA or RNA, $\mathrm{R}_{3}: \mathrm{TNA}, \mathrm{R}_{4}: \mathrm{p}-\mathrm{RNA}, \mathrm{R}_{5}: \mathrm{GNA}, \mathrm{R}_{6}: \mathrm{PNA}$

Figure 1.6 Molecular structure of single stranded of (a) DNA/RNA, (b) S-Threose Nucleic Acids (TNA), (c) pyranosil nucleic acid ((p)-RNA), (d) Glycerol Nucleic Acid (GNA) and (e) N -(2-AminoEthyl) Glycine (AEG) peptide nucleic acid (aegPNA) (taken from [17] and reprinted with permission of Taylor \& Francis).

These authors hypothesize that this characteristic may have also pressured evolution to select the 5-MR ribofuranose instead of the 6-MR ribopyranose since the 6-MR creates stronger complementary base pairing [78, 79].

In the next sections, a brief description of the literature available on the prebiotic plausibility of different XNAs will be provided.

## Pyranosil (p)-RNAs

The Eschenmoser group has studied extensively the ability of nucleotides containing pyranose ring sugars to create double stranded polynucleotides and hybrid ( $p$ )-RNA:RNA helices.

As an example of these studies; in a paper from 1993 Pitsch and coworkers formulated the question on why nature selected 5-MR instead of 6-MR sugars [79]. The authors analyzed the thermodynamic properties of an antiparallel octamer of A:U with C4'-C2' phosphodiester bonds
they found that the complementary base pairing of ( $p$ )-RNA is stronger than its RNA analog. This observation was related to the geometry of the ( $p$ )-RNA backbone in which the base pair distance was approximately $4.5 \AA$ shorter than the base distance in other homo-RNAs. The $\Delta G^{\circ}$ of formation for the double helix of a ribopyranosil-A: ribopyranosil-U tetramer ( $\mathrm{A}_{4}: \mathrm{U}_{4}$ ) is $-6.2 \mathrm{kcal} / \mathrm{mol}$ meanwhile for the furanosyl analog is almost half ( $-3.3 \mathrm{kcal} / \mathrm{mol}$ ). The higher thermodynamic stability of the (p)-RNA double helix may have posed a limitation for its survival through natural selection due to its reduced suitability for replication.

On the other hand, in this study all the mono- and polynucleotides used by the authors were synthesized using a non-prebiotic method that involved protecting groups in a Vorbrüggen-HilbertJohnson glycosylation.

Pitsch and coworkers also studied in 1999 [80] the polymer properties of a group of RNA derivatives in which the TC-phosphate backbone contained sugars different from ribose. Their study included the analysis of nucleic acids containing 2', 3'-dideoxy-D-glucose (homo-DNA) which could create double stranded-like nucleic acids but cannot pair with a single strand of RNA.

A similar finding was reported in 2003 [81] where Pitsch et al. proposed that (p)-RNA could also create double helixes but not chimeric double stranded ( $p$ )-RNA:RNA polymers [17].

## Threose nucleic acids (TNAs)

Supporting the idea of prebiotic-threose nucleic acids the Eschenmoser group [63] proposed in 2000 that $\alpha$-threofuranose could create different $\alpha$-L-threo furanosyl-( $3^{\prime}-\mathrm{PO}_{4}{ }^{-}-2^{\prime}$ ) antiparallel double stranded helices and could also cross-pair with RNA and DNA strands. The measured melting points ( $T_{\mathrm{m}}$ ) from UltraViolet (UV) spectroscopy and $\Delta G^{\circ}(\mathrm{kcal} / \mathrm{mol})$ for the formation of the TNA double strands are comparable to the values measured for RNA and DNA double stranded oligonucleotides.

The 8-T-oligonucleotide ( $\mathrm{T}_{8}$ ) TNA showed more resistance to hydrolytic degradation of the phosphodiester bond at $\mathrm{pH}=8$ and $35^{\circ} \mathrm{C}$ with a half-life time of months compared to the DNAtype analogs, meanwhile for ribopyranosil- $\mathrm{T}_{8}$ the half-life time was 4 days and for ribofuranosyl $\mathrm{U}_{8}$ was $1 / 2$ day. In this study the corresponding nucleosides were synthesized using non-prebiotic conditions and reagents.

Eschenmoser and coworkers [63] proposed that, in contrast to (p)-DNAs, TNA strands have the capacity to create hybrid double helixes with RNA and that this property may have given this XNA an evolutionary advantage allowing it to exchange information with RNA and be used as template in the non-enzymatic formation of RNA sequences. This report is historically relevant because it demonstrates there are exceptions for the rule that stipulates that a nucleic acid backbone needs to have 6 -bonds per phosphodiester unit to generate a stable duplex. TNA contains 5 bonds instead of 6 and still can generate stable duplexes in a similar fashion to DNA and RNA.

## Glycerol nucleic acids (GNAs)

Meggers and coworkers [65, 82] have published that a simpler nucleic acid containing a backbone of propylene glycol (glycerol derivative) instead of ribose exhibited WC-like complementary base pairing and could create antiparallel double helixes. In the polymer, propylene glycol contains two stereoisomers R and S at the $\mathrm{C}^{2}$. The authors found that GNA strands are stable and resistant to hydrolysis at $\mathrm{pH}=7$ and 298 K . This means that the terminal OH groups of the GNA strands do not attack vicinal phosphate groups causing the strand to break through a transesterification mechanism. Furthermore, the authors conclude that the GNAs were also resistant to alkaline hydrolysis at $\mathrm{pH} \approx 13$.

Meggers et al. compared the thermostability of different 17-mer oligonucleotides of DNA, DNA-GNA hybrids and GNA double helices. The $T_{\mathrm{m}}$ of the DNA double helices was measured to be $47{ }^{\circ} \mathrm{C}$ and as they introduced single and tri-GNA-nucleotides the stability of the double helix decreased. This translates in a suboptimal pairing between the GNA and DNA strands. Interestingly, when they created a GNA duplex with a similar sequence to the one in DNA the thermostability increased to $71^{\circ} \mathrm{C}$. This result showed that GNAs could create more stable double helixes than their DNA analogs. This stability is in agreement with the thermodynamic stability of the duplexes with $\Delta \Delta G^{\circ} \approx-2.6$ to $-5.9 \mathrm{kcal} / \mathrm{mol}$.

The GNA duplexes created antiparallel strands with WC complementary base pairing similar to DNA, with 1:1 base proportion. GNA was slightly less susceptible to infidelity in the pairing (changes in A:T, G:C pairing). For GNA the mismatches caused a decrease in thermal stability of -6 to $-18{ }^{\circ} \mathrm{C}$ meanwhile for DNA was -10 to $-23^{\circ} \mathrm{C}$. R-GNA and S-GNA can create SSand RR-homo-duplexes but cannot create SR- or RS-GNA double helixes.

Similarly, S-GNA can pair with RNA but not with DNA or TNA [83]. R-GNA cannot pair with either DNA or RNA.

It is important to remark that in these studies the propylene glycol nucleosides derivatives (purines and pyrimidines phosphoramidites) were once again synthesized in a non-prebiotic manner using a method initially developed by Isis Pharmaceuticals that started from pure commercially available R- or S-glycidol [84, 85] and the oligonucleotides were obtained using Controlled Pore Glass (CPG) synthesis supports. Hence, the question of whether the prebiotic synthesis of GNA-nucleosides(tides) following a "classic" synthesis is possible appears to have not yet been addressed.

In a paper published in 2011 Hernández-Rodríguez and coworkers [64] described the organic synthesis, oligomerization and base pairing of a nucleic acid containing a glyceric acid with C2'-C3' phosphodiester backbone with either 2,4,5-triaminopyrimidine, 4-oxo-2,5diaminopyrimidine or 2,4-dioxo-5-aminopyrimidine as RUs.

The authors found using temperature-dependent UV spectrometry that for the glyceric acid hexamers containing 2,4-dioxo-5-aminopyrimidine cross-pairing with hexamers of A-, dAolygonucleotides and dodecamers of 2,6-triaminopurine is more versatile than the analog backbone derived from glycerol.

This glyceric acid backbone shows the following thermal stability order: DNA (UV- $T_{\mathrm{m}}=$ $63.6^{\circ} \mathrm{C}$ ) > RNA (UV- $T_{\mathrm{m}}=44.4^{\circ} \mathrm{C}$ ) > TNA (UV- $T_{\mathrm{m}}=24.0^{\circ} \mathrm{C}$ ). The pairing with DNA was stronger than the one for a (dA:dT) duplex hexadecamer (UV- $\left.T_{\mathrm{m}}=55.3^{\circ} \mathrm{C}\right)$ and $(\mathrm{A}: \mathrm{dT})\left(\mathrm{UV}-T_{\mathrm{m}}=\right.$ $59.3^{\circ} \mathrm{C}$ ). For the 4 -Oxo-4,5-aminopyrimidine pentamers paired with a strand of DNA containing 2'-deoxythymidine the authors found a similar trend.

It is interesting to notice the similarity of the bases used in this study with the non-canonical TAP and BA.

## Peptide nucleic acids (PNAs)

The building blocks of PNAs contain a backbone with amino acids (aa) instead of ribose. There are different types of PNAs:

1) aegPNAs discovered in 1991 by Nielsen and coworkers [69]. These PNAs have a polypeptide backbone containing repetitive units of N -(2-AminoEthyl)Glycine (AEG) bound through a carbonyl methylene group to the nucleobases.
2) Dipeptide PNAs (bPNAs) or nucleopeptides. They contain $\alpha$-aa bound to the nucleobases through ethylene or poly-ethylene units.
3) Thioester PNAs (tPNAs) . tPNAs bind the nucleobases to a 59-cysteine dipeptide through thioester bonds.
4) Alanyl Nucleic Acids (ANAs). They were discovered in 1990 and contain alternative Land D-alanines bound to the nucleobases through ethylene units.
5) $\alpha$ PNAs. This type of PNA has been obtained and their cross-pairing with DNA has been studied. $\alpha$ PNAs contain a L-serine-RU building block every $4 \alpha$-aa [70].

PNAs have become attractive as potential prebiotic TCs for the first nucleic acids due to many reasons. Some of these are mentioned below.

The experiments by Miller-Urey [14, 12, 13] have produced molecules that are precursors of aa- $\mathrm{N}^{1}$-pyrimidines and aa- $\mathrm{N}^{9}$-purines. These reactants include $\alpha, \gamma$-diaminobutyric acid, glycolic acid, carbonic acid, purine and pyrimidine nucleobases and L-glycine.

The sugar-phosphate backbone in DNA/RNA is replaced in aegPNAs by a peptide bond which is more resistant to hydrolysis in aqueous solution, than the phosphodiester bond [70].

Many building blocks of the PNAs are natural products which mean that they may have been present in the first nucleic acids and then were replaced by the DNA and RNA building blocks through evolutionary selection, leaving only traces of them in nature. Examples of these include N -(2-aminoethyl)glycine, the component of aegPNAs that have been found in cyanobacteria strains [86]. It is considered that this bacteria emerged around 3.5 Gyr. Cyanobacteria can survive extreme environments as for example the geothermal vents, which is one of the proposed scenarios for the origins of life. Willardiine is an alanine-containing dipeptide with uracil as RU and has been isolated from the seeds of the Acacia willardiana [87]. Lupinic acid ( $\beta$-[6-(4-hydroxy-3-methylbut-trans-2-enylamino)purin-9-yl]alanine) has been isolated from Lupinus angustifolius' seeds [88].

Many precursors of aa have been found in cosmic scenarios. More than 80 aa, of them 8 natural, have been identified in meteorites (e.g., diamino butyric acid in Murchisons meteorite [89]). These findings support the idea that maybe many of the PNAs' components came from outer space.

Other studies have shown that the ionization of icy mixtures similar to the ones in different types of interstellar clouds using differences sources or radiation can produce a vast spectrum of compounds, amount them aa, e.g., a study by Muñoz and coworkers [90] has identify the formation of 16 natural and non-natural aa by irradiating a $\mathrm{H}_{2} \mathrm{O}: \mathrm{CH}_{3} \mathrm{OH}: \mathrm{NH}_{3}: \mathrm{CO}: \mathrm{CO}_{2}(2: 1: 1: 1: 1)$ ice mixture at 12 K . N-Ethyl-glycine, glycine and the D- and L-alanine, proline, valine, aspartic acid and serine were amount the aa identified from the mixture.

The prebiotic synthesis of the aegPNAs' components have been proposed in different studies, e.g., Nelson and coworkers [91] studied the prebiotic synthesis AEGs either by electric discharge experiments of a mixture of $\mathrm{CH}_{4}(\mathrm{~g}), \mathrm{N}_{2}(\mathrm{~g}), \mathrm{NH}_{3}(\mathrm{~g})$ and $\mathrm{H}_{2} \mathrm{O}$ and by polymerization of $\mathrm{NH}_{4} \mathrm{CN}$. Even when the yields in \% obtained for AEG through both methods was low $\left(10^{-5}-10^{-6}\right.$ \%) the authors hypothesize that the production of this aa could have been possible in the early Earth due to the high solubility of its monohydrochloride and that AEG can be obtained through the Strecker synthesis, from the reaction of EthylenDiamine (ED) with HCN and $\mathrm{H}_{2} \mathrm{CO}$. ED can be obtained from a mixture of $\mathrm{CH}_{4}$ and $\mathrm{NH}_{3}$ with $33 \%$ of yield from the polymerization of $\mathrm{NH}_{4} \mathrm{CN}$ and $10 \% \mathrm{H}_{2} \mathrm{CO}$ in $0.05 \%$ in the presence of UV radiation [92]. Nelson et al., estimate that low concentrations of the Strecker mixture $\left(\sim 10^{-6} \mathrm{M}\right)$ can produce up to $33 \%$ of AEGs. Adenine- $\mathrm{N}^{9}$ Acetyl (Ac) and guanine- $\mathrm{N}^{9}$ - Ac were obtained from polymerization of HCN in the presence of glycine in $0.0062 \%$ and $0.011 \%$ respectively meanwhile, cytosine- $\mathrm{N}^{1}$-Ac and Uracil- $\mathrm{N}^{1}$-Ac were produced from the reaction between hydantoic acid with cyanoacetaldehyde at $100^{\circ} \mathrm{C}$ in $18 \%$ and $1.8 \%$.

Nelson and coworkers have also found [91] that AEGs can polymerize in dry conditions at $100^{\circ} \mathrm{C}$ better than $\alpha$-aa at higher temperatures .

PNAs single strands can create parallel and antiparallel double helixes through WC-like complementary base pairing with either DNA or RNA, being the anti-parallel preferred. PNA 8mer strands containing only T and C can create $\mathrm{PNA}_{2}$-DNA/RNA complexes using both WC and Hoogsteen complementary base pairing in a preferential parallel fashion. Additionally, PNAs with only pyrimidines can also pair to double stranded DNAs. The lack of charge in the aegPNAs backbone facilitates their cross-pair with DNAs or RNAs due to the absence of electrostatic repulsion forces involved [70, 93, 68, 94, 69].

The carbon atoms of the aegPNAs backbone lack chirality. This property may have given them an evolutionary advantage in the early Earth since, in contrast with today's nucleic acids, they
are not subjected to Enantiomeric Cross-Inhibition (ECI). ECI refers to the exclusive relationship between DNA/RNA biochemical functions and the D-enantiomerism of the ribofuranose or 2'deoxyribofuranose. For example, studies by Joyce and coworkers [95] show that the template directed polymerization of DNA containing D-ribose can be inhibited when D-ribose-phosphate is replaced by the L-enantiomer in the building blocks of the D-homochiral template [74, 67].

### 1.2.3.3 Was phosphate the first ionized linker (IL)?

The functions of the phosphate group as IL are well known, but the plausibility of the prebiotic phosphorylation of nucleosides and nucleotides poses a challenge due to the "water problem" and the inertness of prebiotic minerals containing phosphorus (P), among other limitations [31].

If we consider RNA and DNA as a product of evolution then, perhaps $P$ was not part of the proto-RNA [96].

Arsenic (As) has received attention as an attractive candidate to replace P in the first nucleic acids [96]. This idea is mainly based in three facts:

1. As and $P$ have similar chemical properties and valence. In fact one of the secondary mechanisms of poisoning by As is its ability to replace phosphorus. As can replace P in bones and hairs which is used in forensic chemistry to establish As poisoning as the cause of fatality.
2. There are enzymes that can catalyze not only phosphate esters formation but also, arsenate esters, such as hexokinase [96].
3. Wolfe-Simon et al. has reported that the GFAJ-1 strain of the bacterium Halomonadaceae uses As instead of P to grow [97]. The authors of this paper found a predominance of Asbased DNA over the P - counterpart in genomic samples extracted from the bacteria cells.

### 1.2.4 Stereoselectivity of the building blocks of nucleic acids

We may turn now to a fundamental question related to the stereoselectivity of modern building blocks. In today's nucleic acids, most (>90\%) nucleosides(tides) exhibit a $\beta$ - over and $\alpha$ configuration at the C 1 ' of the sugar (Figure 1.7).


Figure 1.7 Orientation of the nucleobase at the $\mathrm{C}^{\prime}$ ' of the furanose with respect to the hydroxymethyl group at the C 4 for the (left): $\beta$ - and (right): $\alpha$-anomers of the canonical ribonucleosides. The substituent R can be either H in $2^{\prime}$-deoxynucleosides (in DNA) or OH in ribonucleosides (in RNA) (taken from [98] and reprinted with permission of RSC Advances).
$\alpha$-Nucleosides(tides) can be found as lesions induced by free radicals in natural DNA [99] or in natural sources [98, 100], e.g. $\alpha$-nicotinamide adenine dinucleotide in Azotobacter vinelandii [101] and $\alpha$-adenosine in Propionibacterium shermanii [102].

Another evidence for the possibility of $\alpha$-NAs in a prebiotic pool, are the numerous reports on the laboratory synthesis of WC complementary $\alpha-\alpha$ and $\alpha-\beta$ double stranded polynucleotides (see Figure 1.8 for some molecular models obtained from data in the literature) [103, 104, 105, 106, 107]. These double strands have multiple applications in medicine as anti-tumor, anti-bacterial and anti-malarial [98]. Paoletti et al. in 1989 studied the experimental synthesis of a $\alpha-\beta$ complex between the $\alpha-\mathrm{D}(\mathrm{CCTTCC})$ hexanucleotide and its complementary $\beta$ - D (GGAAGG). When the authors compared the formation of this complex with its natural $\beta$ analog $(\beta-\mathrm{D}(\mathrm{CCTTCC})+\beta$ $\mathrm{D}(\mathrm{GGAAGG}))$ they found that the formation of the non-natural complex was only $1 \mathrm{kcal} / \mathrm{mol}$ more favored than its natural counterpart [105], an energetic difference which is in the experimental error - in other words they are equally stable.

It is well known that 6-MR hexopyranoses, (e.g. galactopyranose, glucopyranose) adopt two preferential axial $\mathrm{A}_{1}$ or ${ }^{1} \mathrm{C}_{4}$ and equatorial $\mathrm{E}_{1}$ or ${ }^{4} \mathrm{C}_{1}$ chair conformations in equilibrium for their respective $\beta$ - and $\alpha$-anomers (see Figure 1.9a). The displacement of this equilibrium depends on the contribution of different stereoelectronic factors [108, 109, 110].


Figure 1.8 (Left): PDB structure for the WC base pairing between two strands; one with an $\alpha$ -homo-DNA (oligo (2', 3'-dideoxy-erythro $\alpha$-D-hexopyranosyl thymine) ${ }_{10}$ ) and the other with a $\beta$-RNA (oligo $\beta$-(riboadenosine) ${ }_{10}$ ) sequence provided by Dr. Froeyen, M [103]. (Right): model constructed using the values for the torsion angles provided in Lancelot, G et al. [106] for an $\alpha$-ribofuranosyl thymidine ( $5^{\prime}-\mathrm{P}-3$ ') dinucleotide.

Following the same principle, Thibaudeau and coworkers (see pp. 22-46 in [111] and [112, 113]) proposed that the conformational changes of the 5-MR ribofuranose is an important factor to take into account when analyzing the stability of the $\beta$ - and $\alpha$-anomers of the building blocks of nucleic acids (see Figure 1.9b).

The furanose rings have different conformers that can be described by the generalized puckering parameters, or puckering coordinates, of sugar rings (changes in the endocyclic torsion angles of the furanose/pyranose ring) proposed by Cremer and Pople (CP) in 1975 [115].




b) $\quad \beta$-North (2'-exo-3'-endo)
$\beta$-South (2'-endo-3'-exo)

Figure 1.9 a) Equilibrium between the $\mathrm{E} 1\left({ }^{4} \mathrm{C}_{1}\right)$ and $\mathrm{A} 1\left({ }^{1} \mathrm{C}_{4}\right)$ conformations for a nucleoside with a 6 -member ring sugar [114], b) equilibrium between the ${ }^{3} \mathrm{~T}_{2}$ or (C2'-exo-C3'endo) and ${ }^{2} \mathrm{~T}_{3}$ or (C2'-endo-C3'-exo) conformations for a nucleoside with a $5-\mathrm{MR}$ sugar (see pp. 8-46 in [111] and [112, 113]. $\Delta X$ : change in enthalpy $\left(\Delta H^{\circ}\right)$ or Gibbs free energy $\left(\Delta G^{\circ}\right)\left(\mathrm{R}_{1}: H\right.$ for 2dRibf and Tho, OH for Ribf) (taken from [112] and reprinted with permission of Elsevier).

In CP formulation the positions of the different atoms in the ring of size N are defined by the sets of cartesian coordinates $x_{i}, y_{i}, z_{j}$ with position vector $\overrightarrow{\boldsymbol{R}_{j}}$ that has origin $(0,0,0)$
$\left\{\sum_{j=1}^{N} R_{j}=0\right\}$ (Figure 1.10). $x_{i}, y_{j}, z_{i}$ can be obtained from X-ray diffraction or theoretical data.

The next step involves determining the average mean plane defined by the vector $(\vec{n})$ (see equation 1.3 ) of the ring that is normal to the two vectors $\vec{R}^{\prime}$ and $\vec{R}^{\prime \prime}$ (equations 1.1 and 1.2) (Figure 1.10):
$\vec{R}^{\prime}=\sum_{j=1}^{N} \vec{R}_{j} \sin \left(\frac{2 \pi(j-1)}{N}\right)$
$\vec{R}^{\prime \prime}=\sum_{j=1}^{N} \vec{R}_{j} \cos \left(\frac{2 \pi(j-1)}{N}\right)$
$\vec{n}=\frac{\vec{R}^{\prime} \times \vec{R}^{\prime \prime}}{\left|\vec{R}^{\prime} \times \vec{R}^{\prime \prime}\right|}$

The vector $\vec{n}$ is normal to the plane and defines the displacements from the mean plane $\left(z_{j}\right)$ for each atom of the ring from can be calculated by using equation 1.4 (Figure 1.10):
$z_{j}=\overrightarrow{\mathrm{R}}_{j} \bullet \vec{n}$

If the number of atoms N in the ring is odd then the puckering is defined by two puckering parameters: puckering amplitude $\left(q_{m}\right)$ and phase angle $\left(\phi_{m}\right)$ that can be calculated by equations 1.5-1.8:
$q_{m} \sin \phi_{m}=-|\sqrt{2 / N}| \sum_{j=1}^{N} z_{j} \sin \left(\frac{2 \pi m(j-1)}{N}\right)$
$q_{m} \cos \phi_{m}=|\sqrt{2 / N}| \sum_{j=1}^{N} z_{j} \cos \left(\frac{2 \pi m(j-1)}{N}\right)$


Figure 1.10 Representation of the position vectors $\vec{R}_{\mathrm{j}}$, the mean square plane vectors $\vec{R}^{\prime}, \vec{R}^{\prime \prime}, \vec{n}$ and the displacements $z_{j}$ for the ${ }^{2} \mathrm{~T}_{3}$ puckering of the 5-MR of the ribofuranose.
$q_{m}=\sqrt{\left(q_{m} \sin \phi_{m}\right)^{2}+\left(q_{m} \cos \phi_{m}\right)^{2}}$
$\phi_{m}=\tan ^{-1}\left(\frac{q_{m} \sin \phi_{m}}{q_{m} \cos \phi_{m}}\right)$
where m can be equal to $2,3, \ldots, \frac{(N-1)}{2}$. In case for a $5-\mathrm{MR}$ there ring conformation will be defined by $q_{2}$ and $\phi_{2}$.

If $N$ is even, $m$ takes values up to $\frac{N}{2}-1$ in equations 1.5-1.6 and there is a third amplitude $q_{\frac{N}{2}}$ that is calculated as:
$q_{\frac{N}{2}}=\sqrt{\frac{1}{N}} \sum_{j=1}^{N} z_{j}(-1)^{j-1}$

In the case of a $6-\mathrm{MR}$ the puckering parameters will be $q_{2}, q_{3}$ and $\phi_{2}$. From these parameters the total puckering amplitude $(\mathrm{Q})$ is:
$Q=\sqrt{\sum_{j=1}^{N} z_{j}^{2}}=\sqrt{\sum_{m} q_{j}^{m}}$
and for the case of the $6-\mathrm{MR}$ the CP puckering coordinates can be converted to polar coordinates by determining a third phase angle theta $(\theta)$ :
$\theta=\cos ^{-1}\left(\frac{q_{3}}{Q}\right)$

Additionally, Thibaudeau et al. analyzed the enthalpic contribution to the free energy from the pseudorotation of the N -sugar compared to the S -sugar at different $\mathrm{p} K_{\text {a }}$ determining that the North-conformation possessed more flexibility and hence, was able to change to different conditions ( pH and temperature) making it a better candidate for evolutionary selection.

The displacement of the equilibrium towards one preferential conformation is influenced by different stereo-electronic factors, e.g., the anomeric effects of the N -aglycone and the gauche effect) (see pp. 22-46 in [111] and [112, 113]).

A paper published in 2022 by Castanedo and Matta [116] explores the role of thermodynamics as a driver of evolutionary selection for the chemical structure of today's nucleic acids in implicit solvation models and vacuum-gas phase using computational modeling. This paper estimates the changes in different thermodynamical parameters for the selection of the $\beta$ - over the $\alpha$ - anomers of D-ribofuranose (r), D-2'-deoxyribofuranose (dr), corresponding sugar monophosphates, nucleosides and nucleotides.

The results obtained by Castanedo and Matta [116] suggest not energetic difference beyond the intrinsic error of the computational methods between the $\beta$ - and $\alpha$-anomers of the D ribofuranose and D-2'-deoxyribofuranose. A slightly thermodynamic advantage is estimated that favors the selection of the $\beta$ - over the $\alpha$-for some nucleosides and nucleotides (see Tables 2, 3 and 4 in paper).

### 1.2.5 Why did nature select $T$ for DNA and $U$ for RNA?

It is well known that usually thymine $(T)$ is present in DNA and uracil ( U ) in RNA. U differs from T by lacking the C5-methyl group. Deamination of C to U in DNA turns $\mathrm{C}: \mathrm{G}$ base pairs in the U:G mutated pair. Present-day organisms contain a repair mechanism that fixes this mutation following three steps: 1) $\mathbf{U}-\mathbf{N}$-Glycosylase (UNG) removes any U detected to leave an abasic site, 2) the previous step is complemented by base excision that creates a gap in the opposite $\mathrm{G}, 3$ ) the gap is filled with the C nucleotide by DNA polymerase..

Poole and coworkers [117] proposed that if it is assumed that early DNAs contained a mixture of T and U eventually evolution replaced U by T as a way to allow repair proto-enzymes to fix and eliminate $U$ obtained from deamination of cytosine. If $U$ is not replaced then the repair enzymes could be incapable to recognizing the mismatched base pairs because they would consider U as naturally occurring base. In the same paper the authors propose that evolution "tinkered" the role of key proto-enzymes to eventually replace $U$ by $T$. In this direction a primitive form of UNG and uracil DNA-glycosylase (MUG) (a related enzyme to UNG) must have repaired the mismatched $\mathrm{U}: \mathrm{G}$ and any unrepair pairs.

On the other hand, thymidylate synthase (an enzyme that synthesizes T from U ) must have played a primordial role in the tunning of the genetic material.

If we consider that proto-nucleic acids emerged in the absence of enzymes and that uracil-DNAs (U-DNA) can be also found in viral and bacterial genomes [118] the question on how and why U was replaced by T in DNA remains unsolved.

In a paper published in 1969 in the Journal of Theoretical Biology [119] Lesk presented plausible reasons for the advantageous replacement of U by T in DNA. The main argument presented by the author for this biological fact is the greater resistance of T to photochemical mutation compared with U . T nucleotides are the target for damaging radiation, so their higher resistance to this kind of mutation could have been a selection force that pushed nature to choose one base over the other in order to preserve the genetic information. Also, U but not T forms a stable photo hydration product. This means that the dimerization of T can be partially photo reversed by irradiation at relatively longer wavelengths (less energetic) but this process is less effective for U . These arguments reference UV light as a factor to consider in the evolutionary selection of T for DNA and U for RNA.

### 1.3 Computational chemistry for the modeling of the building blocks of nucleic acids

Computational chemistry or (theoretical chemistry) is the discipline that studies the construction of molecular models, predicts or explains their structural properties and obtains information from chemical and biological phenomena using the mathematical calculations implemented in the computational tools [120, 121].

### 1.3.1 Classification of the different methods

Computational chemistry has a wide range of methods and tools which can be divided into two broad categories based on their theoretical foundation:

- Classical methods, based on the laws of classical physics, do not consider the electrons explicitly. These methods simulate the presence of the electrons using parameterization from quantum calculations and experimental data. Usually, they consider the atoms as balls and the chemical bonds as springs. Because of this approximation, these methods do not allow interpretations or physical generalization of enzymatic reactions and the formation and/or breaking of chemical bonds [122]. Examples of these methods are Molecular Mechanics (MM) and classical Molecular Dynamics (MD) [123, 124, 125, 126, 127, 128].
- Quantum Mechanical (QM) methods seek a solution of the time-independent nonrelativistic Schrodinger equation [129] to describe the molecular systems through a direct treatment of the electronic structure. The quantum methods are further subdivided into several classes: semi-empirical, $a b$ initio and the Density Functional Theory (DFT) methods that use the electron density as its starting point. The DFT methods calculate the energy and system's properties from the information contained in the electron density [120]. There are also advanced ab initio molecular dynamics methods, such as those developed by Car and Parinello [130, 131, 132], whereby the forces are estimated at every
time step from quantum mechanical calculations. Ab initio MD methods are, of course, much more expensive than their classical counterparts alluded to above.

Quantum biochemistry and pharmacology emerged as a field that uses the concepts and methods of quantum mechanics to study the electronic structure and properties of biological systems and their involvement in biochemical and biophysical processes that are characteristic of living organisms [133, 134, 135].

Using any of these methods it is possible to calculate and explore the Potential Energy hyperSurface (PES) of a given reaction.

The selection and use of the correct method and the interpretation of the theoretical results depend on the system at hand [37, 136, 121]. To study the (bio)chemical properties of NAs both types (classical and quantum mechanical) have been used depending on the size of the molecular system and the problem to be solved, but if we want to study the chemical properties of the building blocks of nucleic acids, QM would be the right choice. Using QM methods, it is possible to obtain more precise results about the structural information at a nano or pico scale and allows for a deeper understanding of the electronic effects because the electrons are considered explicitly.

Erwin Schrödinger, in 1944, was among the firsts to suggest that QM could solve the mysteries of the origins of life [137]. Since then, the world has seen an accelerated development of quantum and computational chemistry, molecular modeling, and MD (both with classical fields or using quantum mechanically calculated forces (known as ab initio MD)). Thanks to these methods, the in silico modeling of the prebiotic chemistry of ancestral NAs [138] is now at our fingertips. The same can be said about the theoretical investigations aiming to determine the physical chemical properties of contemporary DNAs and RNAs sequences [17, 139, 37, 140, 136, 141, 43].

Hence, in the next sections the QM methods will be described in more detail.

### 1.3.2 QM methods

The microscopic systems that present a corpuscular and undulatory behavior obey the laws of quantum mechanics. These laws were discovered by Heisenberg, Born and Jordan in 1925 and Schrödinger in 1926 [129].

The QM methods describe the molecules in terms of the interactions between the nuclei and the electrons of their atoms. In theory, QM can predict exactly any property of an atom or molecule. In practice, the QM equations have only been solved by finding their exact solutions for the mono electronic atoms or ions. For this reason, a large number of approximations (variational and/or perturbative) have emerged to find reasonable solutions for multielectron systems [142].

The majority of the QM methods are based on the time-independent non-relativistic Schrödinger equation, within the Born-Oppenheimer approximation:

$$
\begin{equation*}
\widehat{H} \psi(r, R)=E \psi(r, R) \tag{1.12}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian operator for a system of nuclei and electrons with special coordinates R and r respectively, expressed in general units as:

$$
\hat{H}=\underbrace{-\sum_{i=1}^{N} \frac{\hbar^{2}}{2 m_{e}} \nabla_{i}^{2}}_{\begin{array}{c}
\text { electronic }  \tag{1.13}\\
\text { K.E }
\end{array}}-\underbrace{\sum_{\alpha=1}^{M} \frac{\hbar^{2}}{2 m_{\alpha}} \nabla_{\alpha}^{2}}_{\begin{array}{c}
\text { nuclear } \\
\text { K.E }
\end{array}}-\underbrace{\sum_{i=1}^{N} \sum_{\alpha=1}^{M} \frac{1}{4 \pi \epsilon_{0}} * \frac{Z_{\alpha}|e|}{\left|R_{\alpha}-r_{i}\right|}}_{\begin{array}{c}
\text { electron-nuclear } \\
\text { attraction }
\end{array}}+\underbrace{\sum_{i=1}^{N} \sum_{i>j}^{N} \frac{1}{4 \pi \epsilon_{0}} * \frac{|e|^{2}}{r_{i j}}+}_{\begin{array}{c}
\text { electron-electron } \\
\text { repulsion }
\end{array}} \underbrace{\sum_{\alpha=1}^{M} \sum_{\beta>\alpha}^{M} \frac{1}{4 \pi \epsilon_{0}} * \frac{Z_{\alpha}|e|^{2}}{R_{\alpha \beta}}}_{\begin{array}{c}
\text { nuclear-nuclear } \\
\text { repulsion }
\end{array}}
$$

where K.E represents the kinetic energy, $N$ is the number of electrons, $\hbar$ is the Dirac constant, $m_{\mathrm{e}}$ is the atomic mass of the electron, $\nabla_{i}^{2}$ is the Laplacian of the electron $i, \nabla_{\alpha}^{2}$ is the Laplacian of the nucleus $\alpha, m_{\alpha}$ is the mass of the nucleus, $M$ is the number of nucleus in the molecule, $Z_{\alpha}$ is the nuclear charge, $e$ is the electron charge, the $\left|R_{\alpha}-r_{i}\right|$ term represents the distance between the nucleus $\alpha$ and the electron $i, r_{i j}$ is the distance between two electrons $i$ and $j$ and $R_{\alpha \beta}$ is the distance between two nuclei $\alpha$ and $\beta$.

Which upon adoption of atomic units (a.u.) (mass of the electron $=$ elementary charge $=\hbar$ $=$ electric constant $\frac{1}{4 \pi \varepsilon_{0}}=1$ ), equation (2.13) has the simpler appearance:

$$
\begin{equation*}
\widehat{H}=-\sum_{i=1}^{N} \frac{1}{2} \nabla_{i}^{2}-\sum_{\alpha=1}^{M} \frac{1}{2 m_{\alpha}} \nabla_{\alpha}^{2}-\sum_{i=1}^{N} \sum_{\alpha=1}^{M} \frac{Z_{\alpha}}{\left|R_{\alpha}-r_{i}\right|}+\sum_{i=1}^{N} \sum_{i>j}^{N} \frac{1}{r_{i j}}+\sum_{\alpha=1}^{M} \sum_{\beta>\alpha}^{M} \frac{Z_{\alpha}}{\left|R_{\alpha}-R_{\beta}\right|} \tag{1.14}
\end{equation*}
$$

The wave function (which is a real-space representation of the more general state vector) $\psi(r, R)$ depends explicitly on the spatial coordinates of electrons (r) and nuclei ( R ) and the spin "coordinates" components of the electrons $(\omega)$ [143]. This wave function contains all the information that can be known about the system. Such information is "extracted" from the wave function through the application of linear Hermitian operators. The solutions of the equation 1.1, which applies one such operator (the Hamiltonian operator), are the numerical values or eigenvalues or energies $(E)$ that represent the energy of the stationary state described by $\psi$ [142].

The application of the variational principle is extremely useful. It has a primordial role in all quantum-chemical applications to systematically approach the exact wave function of the ground state $\psi$. For these states the expected value from $\hat{H}$ for a well-behaved arbitrary wave function is always greater than the lowest eigenvalue $E_{0}$ of $\hat{H}$ corresponding to the exact solution of the Schrödinger equation [144].

The quantum kinetic energy operator (in general units) is:

$$
\begin{equation*}
T=-\frac{\hbar^{2}}{2 m} \nabla^{2} \tag{1.15}
\end{equation*}
$$

where $\nabla^{2}$, the Laplacian, is defined (in Cartesian coordinates) as:

$$
\begin{equation*}
\nabla^{2}=\frac{\partial^{2}}{\partial \mathrm{x}^{2}}+\frac{\partial^{2}}{\partial \mathrm{y}^{2}}+\frac{\partial^{2}}{\partial \mathrm{z}^{2}} \tag{1.16}
\end{equation*}
$$

Since in the K.E operator, mass appears in the denominator, the heavier the particle the lesser its kinetic energy, or in classical terms the slower its movement. Since even the lightest nucleus, that of a hydrogen atom, namely a proton, is 1,838 times heavier than the electron, it is an excellent approximation to consider that nuclei move at a much slower timescale than nuclei.

This is the essence of the Born-Oppenheimer (B-O) or adiabatic approximation [145]. With this approximation, a considerable simplification is made to solving the molecular problem by separating the nuclear problem from the electronic one. Hence, it is possible to simplify the
mathematical expression for $\widehat{H}$, ignoring the components related with the kinetic energy of the nuclei and considering constant the potential energy of the nucleus-nucleus repulsion.

This is tantamount to writing the total wavefunction as a product of an electronic wavefunction and a nuclear one ( $\psi_{\text {overall }} \approx \psi_{\text {nuclear }} \psi_{\text {electronic }}$ ), that is, mathematically separating the mathematical problem into two independent ones. In doing so, the Schrödinger equation of interest to us, namely the one describing the motion of the electrons, is expressed in function of the electronic Hamiltonian $\widehat{H}_{\mathrm{e}}$ (the first, third, and fourth terms in expressions (a) or (b) above):
$\widehat{H}_{\mathrm{e}} \psi_{\mathrm{e}}(\mathrm{r}, \mathrm{R})=E_{\mathrm{e}} \psi_{\mathrm{e}}(\mathrm{r}, \mathrm{R})$
where the "electronic" Hamiltonian delivering the purely electronic energy $\left(E_{\mathrm{e}}\right)$ is now defined as:

$$
\begin{equation*}
\widehat{H}_{\mathrm{e}}=-\sum_{i=1}^{N} \frac{1}{2} \nabla_{i}^{2}-\sum_{i=1}^{N} \sum_{\alpha=1}^{M} \frac{Z_{\alpha}}{\left|R_{\alpha}-r_{i}\right|}+\sum_{i=1}^{N} \sum_{i>j}^{N} \frac{1}{r_{i j}} \tag{1.18}
\end{equation*}
$$

in which the nuclear-nuclear kinetic energy term has been eliminated and so is the final term in equations (1.13) and (1.14) describing the nuclear-nuclear repulsion term.
That latter term, $\sum_{a=1}^{M} \sum_{\beta>a}^{M} \frac{Z_{a}}{\mathrm{R}_{a \beta}}$ (in a.u.), is constant for a given geometry and is added at
the end of the
calculation to the electronic energy obtained from 1.17 to obtain the total molecular energy (simply referred to as "total energy"):
$\hat{H} \psi=\left(-\sum_{i=1}^{N} \frac{1}{2} \nabla_{i}^{2}-\sum_{i=1}^{N} \sum_{\alpha=1}^{M} \frac{Z_{\alpha}}{\left|R_{\alpha}-r_{i}\right|}+\sum_{i=1}^{N} \sum_{i>j}^{N} \frac{1}{r_{i j}}+\sum_{\alpha=1}^{M} \sum_{\beta>\alpha}^{M} \frac{Z_{\alpha}}{R_{\alpha \beta}}\right) \psi=E \psi$
(Note that any eigenfunction $\psi$ - a many electron wavefunction of $\hat{H}_{e}$ is also an eigenfunction of $\hat{H}_{e}$ since the two operators differ only by a constant term, that is, the nuclear-nuclear repulsion term).

Equation 1.17 cannot be solved for multielectron systems because of the presence in the Hamiltonian of the electron-electron repulsion term. One of the great simplifications to solve this problem is the molecular orbital approximation where the many electron wavefunction is expressed as a product of one-electron functions called "orbitals" as done in the Hartree-Fock approximation.

This latter approximation accounts for the average electron-electron repulsion but does not account for the instantaneous correlations of electrons due to their coulombic repulsion. This is the base for the Hartree-Fock (HF) method [144]. In seeking a variational solution to the HF problem one imposes anti-symmetry on the form of an acceptable wavefunction to satisfy Pauli antisymmetry principle for an ensemble of fermions such as electron. This, in the single determinant case, is imposed by restricting the form of an acceptable solution to what has become to be known as a Slater determinant, that is:

$$
\begin{align*}
\psi\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots, \mathrm{x}_{N}\right) & =\frac{1}{\overline{N!}}\left|\begin{array}{cccc}
x_{1}\left(\mathrm{x}_{1}\right) & x_{2}\left(\mathrm{x}_{1}\right) & \cdots & x_{N}\left(\mathrm{x}_{1}\right) \\
x_{1}\left(\mathrm{x}_{2}\right) & x_{2}\left(\mathrm{x}_{2}\right) & \cdots & x_{N}\left(\mathrm{x}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}\left(\mathrm{x}_{N}\right) & x_{2}\left(\mathrm{x}_{N}\right) & \cdots & x_{N}\left(\mathrm{x}_{N}\right)
\end{array}\right| \\
& \equiv\left|x_{1}, x_{2}, \ldots, x_{N}\right\rangle \\
& \equiv|1,2, \ldots, N\rangle \tag{1.20}
\end{align*}
$$

where $N$ is the total number of particles, $\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots \mathrm{x}_{N}$ are the coordinates of particles with wave functions $x_{1}, x_{2}, \ldots x_{N}$.

The solutions for the HF equations are found using an iterative procedure known as SelfConsistent Field (SCF) and considering the basis sets orthonormal. In general, this method uses initially a test orbitals set to solve the HF equations. The set of resulting orbitals is used then in the new iteration until the value for the energies for the initial and resulting orbitals is less than a threshold value previously defined. This value is generally very low ( $\sim 0$ [ $[146,147]$.

The iterative procedure developed by HF has been the starting point to obtain the energy of the system in all the post-HF and DFT calculations.

### 1.3.3 Electronic correlation and self-consistent field calculations

The electrons repel each other in any multi-electronic system such as an atom, a molecule, or a crystal. The electronic movements are correlated in the way that the probability to find two electrons in the same point of space must be null. There are two types of correlation, one due to the tendency of same-spin electrons to avoid one another (the exchange, Fermi, or Pauli correlation [148]) and this type is entirely accounted for in Hartree-Fock theory by the imposition of the Slater
determinant form on the acceptable solutions, and the other is missed in HF theory and that is the instantaneous correlation due to the coulombic electrostatic repulsion between electrons since they are all negatively charged (see pp. 19-27 in [149]). The Hartree-Fock approximation considers this latter type of (Coulombic) correlation only in an average way where each electron is moving in an orbital (occupying a region of space specified by a one -electron function) in the average field generated by the remaining ( $N-1$ ) electrons.

The correlation energy ( $E_{\text {corr }}$ ) for a given electronic state is the difference between the exact energy $\left(E_{0}\right)$ and that obtained from a given calculation. If this calculation is of the Hartree-Fock type, say, then calling the energy it delivers is $E_{\mathrm{HF}}$, the correlation energy is defined $[150,151]$ :
$E_{\text {corr }}=E_{0}-E_{\mathrm{HF}}$

As a result, the electrons are considered to be closer than they may actually be and the $E_{\mathrm{HF}}$ is estimated to be higher than the exact energy $E_{0}$ and the correlation energy is always negative. In order to correct this energy it is important to use other methods known as "post-Hartree-Fock" (post-HF) that consider the electronic correlation. These methods can be perturbational [152], or variational [147]. An elegant way of accounting for coulombic correlation is by using the variational Density Functional Theory (DFT).

### 1.3.4 Density functional theory (DFT)

QM uses the wave function as the central variable to access all the information that can be obtained from a particular system. But this approach has a significant disadvantage; it cannot yield the exact wave function for a multielectron system.

There is an alternative solution for this problem. It has been proved that the electronic density $\rho_{0}(r)$ can be measured experimentally using X-Ray Diffraction (XRD). This technique provides all the necessary information to write the Hamiltonian for the molecular system in function of $\rho_{0}(r)$. This is the DFT method's main core idea.

There are additional advantages to use DFT: 1) they consider the electronic correlation as implicitly in the theoretical calculations, 2) offer and excellent balance between computational cost
and the precision for the predictions compared to another more expensive methods with similar exactitude as for example the post-HF [153, 154].

This theory is based on the Hohenberg-Kohn (HK) theorems (see pp. 33-39 in [149] and [155]). The first theorem has been given an ad absurdum mathematical proof in 1964 and states that for electronic systems in a non-degenerate ground state, the electron density $\rho_{0}(\vec{r})$ determines an external potential $V_{\text {ext }}(\vec{r})$. This statement proves that the $\rho_{0}(\vec{r})$ is also the multi-electronic Hamiltonian.

The electronic energy for the fundamental state $E_{0}$ is a "functional" of the $\rho_{0}(\vec{r})$ function, where the energy of the ground state can be written as a functional of the electron density as:

$$
\begin{equation*}
E_{0}\left[\rho_{0}\right]=T\left[\rho_{0}\right]+E_{n e}\left[\rho_{0}\right]+E_{e e}\left[\rho_{0}\right] \tag{1.22}
\end{equation*}
$$

Where $T\left[\rho_{0}\right]$ refers to the kinetic energy of electrons, $E_{n e}$ is the potential energy of the nucleielectrons attraction and $E_{e e}$ is the potential energy of the electronic repulsion.

HK postulated in their second theorem that the lowest energy that can be obtained for the ground state of a molecular system is the one that corresponds to the real electronic density of this state [156].

The DFT methods have been successful because they have implemented the Kohn and Sham (KS) formalism (see pp. 41-59 in [149]) and [157, 158]. This approximation offers a practical way to obtain $E_{0}$ from $\rho_{0}$. It assumes that the kinetic energy of the electrons can be calculated using a basis set (KS orbitals) that deliver a fictitious non-interacting density which is equal to the exact electron density. The Hamiltonian $\left(\hat{H}_{\mathrm{KS}}\right)$ is then reformulated according to the equation 2.23 (expressed in a.u.):

$$
\begin{equation*}
\widehat{H}_{\mathrm{KS}}=\sum_{i=1}^{N}-\frac{1}{2} \nabla_{\mathrm{i}}^{2}+V_{\mathrm{S}}\left(\vec{r}_{\mathrm{i}}\right) \tag{1.23}
\end{equation*}
$$

where the first term inside the summation represents the kinetic energy operator for the electrons and $V_{\mathrm{S}}\left(\vec{r}_{\mathrm{i}}\right)$ is the external potential over the nuclei. (The external potential is named as such since it is the potential external to the system of electrons itself, in this case the nuclear potential in addition to the potential associated with any externally applied electrostatic or electromagnetic field(s)).

The $\hat{H}_{\text {KS }}$ operator describes a system of independent electrons by definition and hence there is no description of the interelectronic interactions. The connection between this artificial system and the real one is established choosing the effective potential $V_{\mathrm{S}}\left(\vec{r}_{\mathrm{i}}\right)$ in a way that the simulated electronic density is exactly equal to the $\rho_{0}$ of the real system. In this way the solutions for the equation 1.23 are going to be:

$$
\begin{equation*}
E[\rho]=T_{\mathrm{S}}[\rho]+E_{n e}[\rho]+J[\rho]+E_{\mathrm{xc}}[\rho] \tag{1.24}
\end{equation*}
$$

where, $T_{\mathrm{S}}[\rho]$ can be calculated exactly for the system of non-interacting particles, $J[\rho]$ is the coulombic potential from the electron-electron interactions, $E_{n e}[\rho]$ is the nuclei-electrons interaction term and $E_{\mathrm{xc}}[\rho]$ is the correlation-exchange term, which is unknown. This term includes all the properties that cannot be calculated exactly and is developed using a series of different approximations. This search for the best xc functional remains one of the most active research areas of DFT. Once this term is established the energy is minimized keeping the Kohn-Sham orbitals orthogonal.

One of the most active research fields in DFT is the search of the best expression for $E_{\text {xc }}[\rho]$ that can predict more accurate results.

Many approximations have been used to define this term and one of the more promising is the use of the Hybrid-Generalized Gradient Approximation (H-GGA). The functionals that are implemented using this approximation contain the conventional interchange-correlation energy from the Generalized Gradient Approximation (GGA) methods with a percentage of Hartree-Fock exchange [156].

In the present one of the most popular hybrid functionals is the B3LYP. It was formulated by Becke and Lee-Yang-Parr in the late 80s [159, 160, 161, 162]. This functional is very similar to the Becke, 3-parameters (B3) hybrid exchange functional but the correlation functional by PerdewWang (PW91) is replaced by the LYP functional. The empirical parameters are the same as for B3.

The expression for B3LYP is:

$$
\begin{equation*}
E_{\mathrm{XC}}^{B 3 L Y P}=(1-\alpha) E_{\mathrm{X}}^{\mathrm{LSDA}}+\mathrm{a} E_{\mathrm{XC}}^{\mathrm{HF}}+\mathrm{b} E_{\mathrm{X}}^{\mathrm{B} 88}+\mathrm{c} E_{\mathrm{C}}^{\mathrm{LYP}}+(1-\mathrm{c}) E_{\mathrm{C}}^{\mathrm{LSDA}} \tag{1.25}
\end{equation*}
$$

where $E_{\mathrm{X}}^{\mathrm{LSDA}}$ is the exchange energy from the Local-Spin-Density Approximation (LSDA), $E_{\mathrm{XC}}^{\mathrm{HF}}$ is the exchange-correlation from $\mathrm{HF}, E_{\mathrm{X}}^{\mathrm{B} 88}$ is the exchange energy from the Becke- 88 functional, $E_{\mathrm{C}}^{\mathrm{LYP}}$ is the correlation energy from the LYP functional, $E_{\mathrm{C}}^{\mathrm{LSDA}}$ is the exchange of energy from the LSDA. $(1-\alpha), \mathrm{a}, \mathrm{b}, \mathrm{c}$ and $(1-\mathrm{c})$ are the weight factors for each of the components or terms in the equation 1.25 .

B3LYP has become so popular because of the number of properties that is able to accurately predict. Despite its success it is important to remark that these are not exact calculations. One of the B3LYP disadvantages is its inefficiency in describing van der Waals (vdW) or middle range interactions ( $\sim 2-5 \AA$ ), limiting its application for the theoretical study of biological systems where the dispersive energies do not play a determinant role [163, 164]. Despite this disadvantage, this functional predicts efficiently geometries and energies with a major electrostatic contribution, e.g., (strong) hydrogen bonds [165, 166].

Specifically related to the computational modeling of the building blocks of nucleic acids and prebiotic chemistry reactions using DFT functionals, Šponer and coworkers modeled at the DFT (B3LYP/6-31++G (d,p)) level of theory the synthetic pathway for the $\beta$-cytidine proposed by Powner and coworkers in 2009 [23]. The reactions were also carried out using the dielectric Conductor Polarized Continuum Model (CIEFPCM) to reproduce the dielectric constant of water in the environment of the different molecules. The authors estimate the standard free energies of Gibbs $\left(\Delta G^{\circ}\right)$ for each step of the reaction sequence and compared the overall $\Delta G^{\circ}$ with the $\Delta G^{\circ}$ obtained for the classical pathway for the synthesis of cytidine. Finally, the authors analyze the catalytic role of the phosphate ions in the kinetics of the alternative route studied [167].

More recently Kaur and coworkers have studied using computational tools (MD and DFT) the $\beta$ - and $\alpha$-ribonucleosides of the non-canonical nucleobases 2,4,6-Triaminopyrimidine (TAP), Cyanuric Acid (CA) and Barbituric Acid (BA), Melamine (MM) respectively [168, 169]. They also analyze the complementary base pairing TAP:CA and BA:MM, their $\pi$-stacking energies and de-glycosylation barriers.

Based on their modeling results Kaur and coworkers proposed that the strength for the hydrogen bonds created during the pairing of TAP with CA is comparable to the canonical base pairing. The stacking of these non-canonical bases is on the other hand weaker compared to the canonical stacking, suggesting that the enhanced stacking may have served as a driving force in
the evolution of nucleic acids. The deglycosylation barriers suggested that the glycosidic bond in the TAP nucleosides is stronger compared to the canonical nucleosides. For the case of cyanuric acid the opposite result was obtained. Finally the packing of the TAP-CA-containing helices suggested that this type of pre-RNA could have been shielded from water allowing its evolution and self-replication.

Similarly, in their paper published in 2017 [169] Kaur and coworkers found that the strength of the hydrogen bonds between BA and MM make them good candidates as components for the building blocks of ancestor NAs. On the other hand, it was determined that the stacking interactions were stronger when BA or MM were combined with a canonical nucleobase than when the stacking was between each other. These results suggest the possibility of the existence of a pre- or protoRNA with canonical and non-canonical nucleobases. The authors found larger deglycosylation barriers for the C-C glycosidic bond of BA-ribonucleosides compared to the case of canonical nucleobases. This result is a theoretical indicator that the stability of this bond could have influenced the synthesis of NAs containing BA in extreme environments. For melamine lower deglycosylation barriers are reported.

### 1.3.5 Semiempirical methods

Semiempirical methods implement a set of approximations with the end goal of decreasing the computational cost making the calculations faster compared to the ab-initio methods. The use of these methods also allows the theoretical study of molecular systems with a greater number of atoms [170].

Some semiempirical methods use the Zero Differential Overlap approximation (ZDO). ZDO establishes that the common spaces of the Atomic Orbitals (AO) for different atoms are so small that the values for the corresponding integrals are dismissed. This approximation reduces or makes null the repulsion integrals [146].

The semiempirical methods only consider the valence electrons explicitly. The internal electrons are calculated modifying the nuclear charge as a resultant charge (core or $Z^{\prime}$ charge) or introducing functions that model the core-electrons repulsion. The atomic basis set is considered implicitly. If in some cases it is necessary to make the basis set explicit then it is considered as a minimum Slater basis set [171].

The advantages of using these methods are the following: 1) there is not Basis Set Superposition Error (BSSE), due to the built-in orthonormality of the virtual basis used, 2) they consider the electronic correlation, not included in the HF methods, 3) they allow an accurate description of long range interactions and big size molecular systems, which is too expensive for ab-initio methods [172].

The biggest limitation for the use of a posteriori parametrization is that there is no systematic way to improve the calculations because the levels of theory do not advance systematically [173].

The semiempirical methods have different levels of theory. One of them is the Neglect of Diatomic Differential Overlap (NDDO) in which monocentric superpositions are considered but the bicentric integrals are neglected [170, 174]. Among the methods that have been developed using NDDO are AM1 (Austin Model 1) [175, 176, 177, 178, 179], PM6-D (Parametric Method 6 Dispersive) [175, 176, 180, 177] and PM7 (Parametric Method 7) [175].

The semiempirical Hamiltonian PM7 has further improvements upon PM6 as it adds explicit terms to describe non-covalent interactions, based on the ideas from the PM6-DH2, -DH + , and -D3H4 corrections done by Hobza and coworkers [176]. It has aimed at giving better results for molecules different than those in the training set. PM7 additionally corrects two minor errors in the NDDO formalism. The Average Unsigned Errors (AUE) in bond lengths decreases by about $5 \%$ and that in enthalpies of formation $\left(\Delta H_{\mathrm{f}}\right)$ by about $10 \%$ in comparison to PM6 for organic solids [176].

### 1.3.6 Generation of random molecular arrangements \& conformations: The multiple minimum hypersurface (MMH) methodology

The Multiple Minimum Hypersurface (MMH) method [181, 182, 183] allows the evaluation of the collective environmental effects over a given molecule (or cluster of molecules) and for its/their systematic variation of conformation. This is implemented in the software GRANADA or its modification GRANADAROT [181]. The final goal is to obtain the energies and thermodynamical properties for the complexation of $n$ molecules or for the $n$ conformers using statistical thermodynamics [184, 183].

This methodology was initially used to theoretically study solvation processes of molecules through the obtaining and analysis of their solvation energies for the most stable solute-water clusters [185, 183].

MMH generates a random set of molecular arrangements for the interacting molecules or generates a random set of conformers for a given flexible molecule changing selected internal degrees of freedom, e.g. torsion angles. The random molecular arrangements are called "cells". The cells are rearranged to minimize the internal energy. The energies of a set of local minima (stable arrangements or conformers) can be converted into a representative canonical ensemble with fixed number of particles, volume, and temperature by the use of Maxwell-Boltzmann statistics [183]. In this way MMH performs a random exploration of the PES through which the most stable molecular structures are selected. The optimization of the cells is performed using semiempirical methods [186, 187].

Statistical thermodynamics links the physical-chemical properties of the "macro-" and the "micro-world" using the partition function. This function represents the statistical summation of all the states accessible by the studied system and from it one can obtain thermodynamical properties (e.g., internal energy, entropy, and association energy) [183].

The reference state is assumed to have the same number of non-interacting molecules. In this way the association process is considered as isothermic, meaning that all the other degrees of freedom (rotational, vibrational and translational) are fixed identically in the complexes or conformers as in the individual molecule(s). The summation of the total energies for the monomers is considered the reference value [182]. From standard statistical mechanics, the partition function for the ensemble of a given complex or flexible molecule reads as:

$$
\begin{equation*}
Z=\sum_{i=1}^{n} e^{-\frac{E_{i}}{k_{\mathrm{B}} T}} \tag{1.26}
\end{equation*}
$$

where $i$ is the label of a given configuration out of the $n$ unique ones, $E_{i}$ is its corresponding total energy at a given computational method, and where the probability of formation of the $i^{\text {th }}$ complex is given by:
$p(i)=\frac{e^{-\frac{E_{i}}{k_{\mathrm{B}} T}}}{Z}$

The Helmholtz free energy ( $A$ ) and the entropy $(S)$ are then obtained straightforwardly:
$A=-R T \ln Z$
$S=R \ln Z+\frac{E_{i}}{T}$
whereby $k_{\mathrm{B}}$ (Boltzmann constant) is replaced by $R$ (gas constant) in J.K $\mathrm{K}^{-1} \cdot \mathrm{~mol}^{-1}$ to switch from molecular to molar ( $R=k_{\mathrm{B}} N_{\mathrm{A}}$ ), $N_{\mathrm{A}}$ is the Avogadro constant and $T$ is the temperature.

As a result, two types of degenerate situations can be found:
$\checkmark$ Cells with the same energy and the same molecular structure. This type of degeneracy does not provide information to the partition function [182, 183].
$\checkmark$ Cells with the same energy but different molecular structures. This degeneracy is relevant for the partition function [187].

Since these two types of degeneracies can occur in an optimization, the Q3 (program implemented in GRANADA that performs the statistical thermodynamics) uses the Tanimoto index $\left(S_{\mathrm{T}}(A, B)\right)[188,189]$ that is defined by equation 1.30 for two molecules A and B with different fingerprints:
$S_{\mathrm{T}}(A, B)=\frac{c}{[a+b-c]}$
where for molecule $A$ with $a$ number of on bits \{amount of 1 in a fingerprint \} and molecule B with $b$ number of on bits, $c=a \cap b$ \{number of shared bits between both A and B $\}$.

The Tanimoto index is useful to analyze the similarities between the different molecular assemblies and neglects degeneracies that do not contribute to the partition function. In this way pair structural similarities are calculated, comparing the molecular complexes or conformers with an energy lower than 0.001 eV . When these pairs are located Q3 fixes a limiting value to
discriminate if the cells are geometrically similar or not. The most commonly used value for the Tanimoto index is usually 0.85 . This threshold was initially determined by Patterson and coworkers [190] in which the Tanimoto index was evaluated for 20 molecular databases and there was a proven correlation between compound similarity and biological activity when $S_{\mathrm{T}}(A, B) \geq 0.85$. Since then that value has been generally quoted/used in the literature.

In this way the molecular assemblies can be discriminated as follows:

- $\mathrm{T}>0.85$ the molecular assemblies are considered geometrically similar.
- $\mathrm{T}<0.85$ the molecular assemblies are geometrically different. This is the case of degeneracy of second type that contributes to the partition function.

The MMH has been successfully used for the theoretical evaluation of different biochemical systems as for example: molecular clusters of water [182], amylose-organometallic compounds molecular association [187] and solvation of brassinosteroids [185].

### 1.3.7 Solvation models in theoretical calculations

Solvents play an important role in numerous chemical and biological processes, e.g., enzymatic reactions, transmembrane transport, binding of ligands in the active site of receptors amount others.

Computational methods analyze solvation effects considering the solvent molecules as [191, 192, 193]:

- Implicit: reduces the complexity of the system by considering the discrete solvent as a continuum which tends to reduce the computational cost of the theoretical calculation. Examples of these methods include the Generalized Born (GB) implicit-solvent model used in Molecular Dynamics and MM force field modeling and the Polarized Continuum Model (IEFPCM), which is one of the most popular Quantum Mechanics Self-Consistent reaction Field methods (QM-SCF).
- Explicit: considers the solvent molecules explicitly in the model and computes all possible solute-solvent and solvent-solvent molecular interactions. Examples of these methods include the Particle Mesh Ewald (PME) that considers the solutesolvent system as an infinite crystal.

The modeling of solvation using either type of approximation depends on the scientific problem at hand.

From one side the models that treat solvation implicitly are less expensive computationally because they treat the solvent as a continuum dielectric. This approximation can be useful in QM methods since the size of the system is reduced to exclusively the solute [193], e.g., some studies using implicit solvation in MM simulations have shown a reduction in computational times that makes the calculation ~ 2-20 times faster [194].

At the same time this approximation introduces a disadvantage making these methods not suitable if the goal is to model, e.g., intramolecular interactions in water molecules clusters and intermolecular interactions between solvent and the solute [37, 136].

On the other hand, the methods that treat solvation explicitly can give more accurate descriptions of the non-covalent interactions that dominate solvation but make the calculations increasingly expensive, making them difficult to carry-on for QM calculations [191].

### 1.3.7.1 Continuum implicit solvation methods

The solvation methods that model the solvent as a continuum dielectric were created in the 1980's by Tomasi's group [195, 196, 197, 198, 199, 200]. These methods assume that the solute (molecule to be modeled) is positioned in an artificial "cavity" that is defined by adding to the vdW radius of a molecule a probe or sphere of certain radius, e.g., $1.4 \AA$ for the water radius. The main idea is to place this solute around a continuous dielectric medium to model the effects of polarization by the solute on the "invisible solvent" and vice versa. This is also called the selfconsistent reaction-field (SCRF) problem (Figure 1.11).

The dielectric constant is defined as the electric permittivity of a solute in a given solvent related to vacuum. This value ranges from $\approx 2$ for organic solvents to 78 for water.

The main idea behind the continuum dielectric formalism is that the polarization of the medium (solvent) by the charge distribution of the solute in the cavity can be quantified. This quantification is given by the dipole density $P(\vec{r})$ that replaces the electrostatic field $E(\vec{r})$ from vacuum:

$$
\begin{equation*}
D(r)=\varepsilon(\vec{r}) * E(\vec{r}) \tag{1.31}
\end{equation*}
$$



Figure 1.11 Solvent cavity (green) in solvent environment (blue). $\Omega$ : interior of cavity, $\Gamma_{\text {SAS }}$ : Solvent Accessible Surface (SAS) radius, $\Gamma_{\mathrm{vdW}}$ : vdW radius and the orange sphere represents the probe that is used to add the $\Gamma_{\mathrm{SAS}}$ to the $\Gamma_{\mathrm{vdW}}$ (taken from [201] and reprinted with permission of Wiley Interdisciplinary Reviews).
where $\vec{r}$ is the atoms coordinates, $\varepsilon(\vec{r})$ is the electric permittivity that accounts for the amount of polarization $P$ induced by the electrostatic field $E$ and $D(\vec{r})$ is the electric displacement field.

Since $\varepsilon(\vec{r})$ is a scalar function it can take different values depending on what region of the system is evaluated. For instance, inside the cavity $\varepsilon=1$ because all electrostatic interactions are included in the Hamiltonian operator. In the region outside the cavity permittivity is equal to the permittivity of the solvent $\varepsilon_{\mathrm{s}}$.

From the first Maxwell's equation (Gauss's law, electric) [202], the relationship between the charge density $\rho(\vec{r})$ and the gradient of the displacement field $D(\vec{r})$ through equation:
$\nabla D(\vec{r})=4 \pi \rho(\vec{r})$

Substituting the expression of $D(r)$ in equation 1.31) in the previous equation 1.32:
$\nabla(\varepsilon(\vec{r}) * E(\vec{r}))=4 \pi \rho(\vec{r})$
$E(\vec{r})$ is equivalent to minus the gradient of the electrostatic potential $-\nabla V(\vec{r})$ :
$E(\vec{r})=-\nabla V(\vec{r})$
where:
$\nabla V(\vec{r})=\frac{\partial V}{\partial x} x+\frac{\partial V}{\partial y} y+\frac{\partial V}{\partial z} z$
$E(\vec{r})$ can be replaced by $-\nabla V(\vec{r})$ in equation 1.33 to obtain:
$\nabla[\varepsilon(\vec{r}) * \nabla V(\vec{r})]=-4 \pi \rho(\vec{r})$

Equation 1.36 is the generalized form of the Poisson-Boltzmann's equation [203].
For practical purposes equation (1.36) is converted to its ordinary form:
$\nabla\left[\varepsilon * \nabla^{2} V(\vec{r})\right]=-4 \pi \rho(\vec{r})$
where based on Figure 1.11 the permittivity $\varepsilon(r)$ can take the following values depending the region where is evaluated [201]:
$\varepsilon(\vec{r})=\varepsilon=\left\{\begin{array}{cc}\varepsilon_{\text {in }}=1, & r \in \Omega \\ \varepsilon_{\text {out }}=\varepsilon_{\text {sol }}, & r \notin \Omega\end{array}\right.$

In equation $1.36 V(\vec{r})$ is considered for the cavity + solute and the environment (continuum solvent):
$V(\vec{r})=V^{\rho}(\vec{r})+V_{\mathrm{RF}}(\vec{r})$
where $V^{\rho}(\vec{r})$ is the electrostatic potential determined by the electron density distribution of the solute and $V_{\mathrm{RF}}(\vec{r})$ is the electrostatic potential from the "reaction field" due to the polarization of the continuum solvent by the charge distribution in the solute.

If the charge density $\rho(\vec{r})$ and $V(\vec{r})$ are known it is possible to calculate the electrostatic solvation energy or polarization energy $E_{\text {sol }}(\vec{r})$ from either half of the "reaction field" contribution $V_{\mathrm{RF}}(\vec{r})$ that has an associated charge density $\rho_{\mathrm{pol}}(\vec{r})$ or from the electrostatic potential $V^{\rho}(\vec{r})$ and its associated charge density distribution $\rho(\vec{r})$ for the solute in the cavity:
$E_{\mathrm{sol}}(\vec{r})=\frac{1}{2} * \int V_{\mathrm{RF}}(\vec{r}) * \rho_{\mathrm{pol}}(\vec{r})=\frac{1}{2} * \int V^{\rho}(\vec{r}) * \rho(\vec{r})$

Using the bracket formalism the total energy for the system that can be obtained from the Schrodinger's equation is no longer just the energy in vacuum but the summation of the energy obtained from vacuum plus the electrostatic solvation energy $E_{\text {sol }}(\vec{r})$ :
$E[\psi]=\langle\psi| \hat{H}|\psi\rangle+E_{\mathrm{sol}}(\vec{r})[\varepsilon, \rho]$
where $\hat{H}$ is the Hamiltonian operator working on the wavefunction $\psi$ and $E_{\text {sol }}(\vec{r})[\varepsilon, \rho]$ is the solvation energy that depends on the cartesian coordinates of the solute atoms and on the permittivity $\varepsilon$ and the electron density distribution $\rho$ for the solute.

### 1.4 Conclusions

This chapter has explored the available scientific literature on the prebiotic origins of the building blocks of NAs and state of the art of computational and theoretical methods to model/simulate the thermodynamic properties of nucleosides(tides) and the advantages and disadvantages for each of these computational methods.

The experimental synthesis of the canonical (found in today's NAs) nucleotides in aqueous solution has faced a number of challenges since the first experiments published by Orgel and coworkers [24]. These challenges have been collectively referred to as the "water problem" and the "paradox of base pairing". Additionally, the prebiotic synthesis of D-ribofuranose represents another challenge for the synthetic chemists. The poor regioselectivity for the glycosidic bond formation and poor nucleophilic and electrophilic character of the sugar and base respectively have been investigated [50].

The previous challenges have put in question the widely accepted "RNA world" hypothesis [15, 16, 17]. In this direction, alternatives that propose different synthetic routes and the use of suitable replacements for the sugar and bases have been proposed. These solutions suggest that DNA instead of having originated from RNA directly in prebiotic conditions evolved from a primitive proto- and pre-RNA with different components to the ones found in today's genetic material [11].

Additionally, the specific $\beta$-stereochemistry of the N -glycosidic bond in the building blocks represents an interesting feature of the chemical nature of the building blocks of nucleic acids. This topic has been justified on the basis of the sugar conformational changes or puckering for both anomers at different pH (see pp. 8-20 in [111]).

How Nature selected such a specific structure for today's building blocks of the DNA and RNA still remains as an open question. Maybe there are many answers and not an absolute explanation.

Computational tools are ideal in prebiotic chemistry since they can save time and resources in the laboratory and give additional insights on the thermodynamics for the selection of specific building blocks over others to be incorporated in the NAs.

In the next chapters we will deep dive in the thermodynamic properties of the molecular structure for a number of candidates for components of nucleic acids and artificial condensation reactions.
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## Chapter 2

# On the prebiotic selection of nucleotide anomers: a computational study ${ }^{1,2,3}$ 

"The RNA world hypothesis: the worst theory of the early evolution of life (except for all the others)"

H S. Bernhardt,
Biology Direct, vol. 7, pp. 1-10, 2012

This chapter reproduces the content of a scientific paper published in Heliyon in 2022 [1] The format of the original paper, including figures and tables has been rearranged to fit the general format of this PhD thesis dissertation.


#### Abstract

Present-day known predominance of the $\beta$ - over the $\alpha$-anomers in nucleosides and nucleotides emerges from a thermodynamic analysis of their assembly from their components, i.e bases, sugars, and a phosphate group. Furthermore, the incorporation of uracil into RNA and thymine into DNA rather than the other way around is also predicted from the calculations. Without desregarding other factors, thermodynamics must have driven evolutionary selection of life's building blocks. In this work, based on quantum chemical calculations, we focus on the latter control as a tool for "natural selection".


[^0]
### 2.1 Introduction

On what basis did early prebiotic conditions favor the selection and assembly of particular building blocks of nucleic acids? An aspect of this question is the subject of the present investigation. The broader aspects of this question are well-documented as, for instance, reviewed by Šponer et al. [2, 3] and by Serrano Giraldo and Zarante [4], but here we restrict ourselves to a narrower question. Specifically, the majority of contemporary natural nucleic acids, whether DNA or RNA, are polymers of nucleotides in the $\beta$-configuration at the $\mathrm{C1}$ ' carbon of the furanose sugar and seldom in the $\alpha$-configuration (Fig. 1), but why? The question is amplified by the ease by which anomers can be synthesized and by their similar ability to form Watson-Crick double helices (Figure 2.1).


Figure 2.1 Left: (top) An example of a $\beta$-nucleoside ( $\beta$-2'-deoxyadenosine), the form that predominates in present day nucleic acids, and (bottom) the corresponding $\alpha$-isomer which is seldom observed. Right: (top) A representation of a present-day $\beta$-DNA Watson \& Crick (WC) double-helix, and (bottom) a model constructed using molecular builders (HyperChem / GaussView) demonstrating the perfect geometric WC base pairing in the non-predominant form of $\alpha$-DNA.

Another explored question is the factors that might have driven the selection of thymine for incorporation into DNA and for uracil into RNA. After all, the switching of the bases and sugars seems to be equally likely. Nucleosides, as predominantly existing in today's genetic material, are $2^{\prime}$-deoxythymidine (dT) in DNA and uridine (U) in RNA rather than as thymidine (T) and $2^{\prime}$ deoxyuridine (dU). Why?

Thermodynamic and kinetic control drive chemical reactions. In this paper, the role of thermodynamics as a driver of evolutionary selection is being explored. The idea of thermodynamics-driven natural selection has been applied, for example, to explain the origin of the genetic code by Grosjean and Westhof [5] and by Klump, Völker, and Breslauer [6]. Here, this line of thought is extended to inquire whether the present-day forms of the building blocks of nucleic acids are, at least, aligned with such an energetic argument.

Clearly a natural thermodynamic selection of the $\beta$ - over the $\alpha$-configuration or of the "correct" choice of U/T for the proper nucleic acid category, represent restricted questions from a vast repertoire of possible ones. For example, one may wish to inquire into the evolutionary pressures that picked the present-day particular arrangement of nucleic acids in terms of a pentose sugar, a phosphate group, and a nitrogenous base - rather than - say - having a 2-aminoethylglycine as a linker, as occurs in peptide nucleic acids (PNAs) [7], instead of the phosphodiester backbone [8]? No one knows. One can question Nature's Central Dogma (DNA $\leftrightarrow$ DNA $\rightarrow$ RNA $\rightarrow$ protein) [9] and whether this is the only conceivable way to produce living systems, etc. Clearly these wider questions are of utmost importance to understand the origins of life but are vastly larger than the scope of this investigation.

In 1955, Kaplan et al. [10] reported the isolation of a compound that had the same composition as Nicotinamide Adenine Dinucleotide (NAD+), the latter was termed diphosphopyridine nucleotide at the time. Subtle deviations in the properties of this compound from those anticipated for NAD+ led these authors to conclude that it is an isomer of NAD+. Indeed, the compound discovered in 1955 is the $\alpha$-isomer of the NAD+ (which has a $\beta$ configuration at the glycosidic bond) [10]. A decade later, Suzuki and co-workers [11] isolated bacterial Azotobacter vinelandii $\alpha$-NAD, $\alpha$-nicotinic acid adenine dinucleotide, $\alpha$-NADP, and $\alpha$ nicotinic acid mononucleotide. The latter work shows that, while much less frequent, the $\alpha$-form does occur indeed in living systems [11].

Paoletti et al. report the experimental synthesis of an $\alpha-\beta$ complex between a $\alpha-\mathrm{d}$ (CCTTCC) hexanucleotide and its complementary $\beta$ - d (GGAAGG) [12]. A comparison of the formation of this complex with its natural $\beta$ analog ( $\beta$ - $\mathrm{d}(\mathrm{CCTTCC})+\beta-\mathrm{d}(\mathrm{GGAAGG}))$ reveals that the formation of the non-natural form is only $\approx 1 \mathrm{kcal} / \mathrm{mol}$ more favored than its natural counterpart [12]. There are other reports of synthesis of nucleic acids containing $\alpha$-nucleic acids strands [13, 14, 15, 16].

Kaur, Sharma, and Wetmore (KSW) have proposed barbituric acid and melamine [17] and cyanuric acid (CA) and 2,4,6-triaminopyrimidine (TAP) [18] as precursors of prebiotic RNA on the basis of quantum mechanical calculations and molecular dynamics (MD) simulations. In their more recent paper [18], KSW use density functional theory (DFT) calculations to obtain potential energy surfaces describing the rotation around the glycosidic bonds of $\beta$ - and $\alpha$-ribonucleosides of the non-canonical nucleobases TAP and CA as well as their complementary base pairing TAP:CA and stacking energies. Additionally, these authors studied the base pairing of these nucleobases with the canonical nucleobases (A, G, C, T and U ) and compared the canonical 10-mer A-form of RNA duplexes $5^{\prime}$-AAAAAAAAAA3' paired with $5^{\prime}$-UUUUUUUUUU-3' and $5^{\prime}-$ AAAGCGCAAA-3' paired with its complementary $5^{\prime}$-UUUCGCGUUU-3' with the non-canonical duplexes $5^{\prime}$-AAAXXYYAAA- $3^{\prime}$ paired with $3^{\prime}$-UUUYYXXUUU-5', where $\mathrm{X}=\mathrm{CA}$ and $\mathrm{Y}=$ TAP. The results obtained suggest that the strength for the hydrogen bonds created in the TAP:CA pairing is comparable to the canonical base pairing. The stacking of these non-canonical bases is, on the other hand, weaker compared to the canonical stacking, suggesting that the enhanced stacking may have served as a driving force in the evolution of nucleic acids. Finally, the assembled structure of TAP-CA containing helices suggests that this type of pre-RNA could have been shielded from water allowing its evolution and self-replication. The results in that paper, [18], place TAP and CA as plausible candidates for a pre- or proto-RNA.

In their earlier study, KSW computational results on barbituric acid (BA) and melamine (MM) suggest their plausibility as non-canonical nucleic acid bases that may have been present in the precursor of present-day nucleic acids [17]. The authors find that the strength of the hydrogen bonds between BA and MM makes them good candidates as building blocks of ancestral nucleic acids. On the other hand, they find that the stacking interactions were stronger when either BA or MM are combined with a canonical nucleobase than when the stacking was between each other. These results suggest the possibility of the existence of a pre- or proto-RNA that mixes canonical and non-canonical complementary nucleobases within one structure [17].

In their first paper, KSW report that the potential energy hypersurface of breaking the glycosidic bond is consistent with a stronger bond in TAP nucleosides compared to canonical nucleosides. Interestingly, in the case of the CA the opposite result is obtained [18]. KSW found larger deglycosylation barriers for the C-C glycosidic bond of BA-ribonucleosides compared to canonical nucleobases while the reverse occurs in the case of MM [17].

The biopolymers of life are believed to have emerged between 3.5 and 4 billion years ago $[19,20]$, with details still to be worked-out. For instance, which was first: Proteins or nucleic acids? The consensus is that nucleic acids were probably the first biomolecules, specifically RNA in what is commonly known as the "RNA world hypothesis" [21, 22], since RNA is both a catalyst and a repository of genetic information making it candidate for the first biopolymers [23, 24, 25].

If we accept that RNA came first, then other questions arise. For example, how did this molecule originate in the first place? It has been proposed that nucleic acids were the product of prebiotic and geochemical reactions, namely, the "drying pool", "drying lagoon", also known as the "classic model", whereby regular cycles of dehydration-re-hydration can promote the polymer formation. Given the important role of the so-called "water problem" in early evolution, whereby $\mathrm{H}_{2} \mathrm{O}$ impedes the synthesis of nucleic acids [26, 27, 28, 29], in this work both vacuum phase and aqueous phase calculations were conducted.

Within the classic model, Orgel and coworkers explored the formation of the glycosidic bond between purines (adenine, guanine, inosine, xanthine) and ribose sugar by drying and heating the reactants in the presence of catalysts [30]. Only adenine was found to couple with the ribose to produce $\alpha$ - and $\beta$-furanosyl nucleosides with yields typically within $\approx 2-10 \%$. The relatively low yield by Orgel and coworkers were attributed to the instability of the glycosidic bond in aqueous environment giving rise to what is known as the "nucleoside problem" (a special case of the more general "water problem") [26, 27, 28, 29]. Challenges including the nucleoside problem have led scientists to look for alternative synthetic routes that start, for example, from phosphorylated sugars and free bases [31, 32, 33, 34, 35, 36].

The hypothesis being tested here is that Nature's stereo-selection of the present-day canonical nucleosides/nucleotides is consistent with an energy-driven natural selection. Thus, the two anomeric forms of the nucleosides/nucleotides were studied as they occur within both DNA and RNA and compared for their thermodynamic stabilities.

In final account, since the deamination of cytosine transforms it into uracil with a consequential change in the genetic message, selection pressures may have driven the transition from uracil to thymine in DNA [37]. This question has long been raised [38] but appears to have never been resolved on the grounds of relative total molecular energies to the best of the authors' knowledge. Since there appears to be no a priori reason for Nature to have selected thymine to be incorporated exclusively in DNA and uracil in RNA (with exceptions), mixed ("wrong", or noncanonical) nucleotides have also been considered in our calculations as an available choice for natural selection.

To sum-up, we observe a preponderance of $\beta$ - over the $\alpha$-anomers in present-day nucleosides(tides). This work indicates that such preponderance is consistent with thermodynamic parameters calculated quantum chemically within the assumptions and approximations of the study. The known specificity of uracil to RNA and thymine to DNA is also consistent with these results. While both kinetics and thermodynamics, and the interactions with solvent molecules and ions, must have all driven together evolutionary selection of life's building blocks, in this work we restrict the question as to whether there exists an inherent preference in the building block themselves that is consistent with the observed "naturally selected" present day nucleic acids.

### 2.2 Computational details

The structures of each nucleoside (sugar + nitrogenous base) in the two anomeric forms ( $\beta$ and $\alpha$ ) were constructed with the graphic interfaces of Hyperchem 7.0 [39] and GaussView 5.0 [40]. The initial 20 nucleosidic structures \{[(2 sugars (ribose, and 2'deoxyribose) $) \times(5$ bases (Adenine (A), Thymine (T), Guanine (G), Cytosine (C), and Uracil (U)) )] $\times 2(\beta$ and $\alpha)\}$ were subjected individually to a soft potential energy hypersurface (PES) scan with respect to the torsion angle that governs the N -glycosidic bond between the base and the sugar. "Soft scan" means that the only constrain is the angle being scanned stepwise while all other geometrical parameters are allowed to relax in response to that angle.

The above-mentioned PES scans were performed in the following way: Z-matrices for the ribofuranose and 2 -deoxyribofuranose sugar, each in both the $\beta$ - and $\alpha$ configuration, were read into the programme Granadarot [41, 42]. The Granadarot
algorithm was used to create, for the ribofuranose, 1,000 different conformers by randomly varying the five dihedral angles that involve all the sugar's hydroxyl group (4 angles of the H-O-C-C type, in addition to the O-C5'-C4'-C3' angle - also known as $\beta$ angle (not to be confused with the anomeric label)). For the 2 '-deoxyribofuranose, a similar procedure was used to also generate 1,000 conformers with the difference that now there are only 3 angles of the H-O-C-C type. The number of initial random conformers $(1,000)$ strikes a balance between a good sampling of the PES and computational costs.

For each of these initial randomized sugar structures (4,000 in total), the geometries were then optimized at the semiempirical PM7 level of quantum chemical theory, a method that includes empirical corrections for dispersion and hydrogen bonding interactions [43, 44]. By including these corrections, PM7 has an important advantage over other semiempirical methods that generally do not account for dispersion and hydrogen bonding explicitly. The PM7 geometry optimizations were conducted through a gradient minimization of the total energy using the Molecular Orbital PACkage (MOPAC)2016 package [45] until the forces on the nuclei were negligible.

The geometry optimizations at the semiempirical level were performed twice: once in vacuum and a second time with the COnductor-like Screening MOdel (COSMO) continuum solvation model $[46,47]$.

Several of the sets of 1,000 optimizations described above converge to one and the same respective final geometry (Tanimoto index $\leq 0.85$ ). The number $n$ of final unique optimized geometries is: in vacuum: $\beta$-ribofuranose $(n=28)$, $\alpha$-ribofuranose $(n=34), \beta-2^{\prime}-$ deoxyribofuranose $(n=42), \alpha$-2'-deoxyribofuranose $(n=16)$; in solvent: $\beta$-ribofuranose ( $n$ $=110$ ), $\alpha$-ribofuranose ( $n=84$ ), $\beta$-2'-deoxyribofuranose ( $n=78$ ), $\alpha$-2'-deoxyribofuranose ( $n=65$ ).

For each of one of these 8 systems, the $n$ ' conformers that collectively contribute at least $50 \%$ to the partition function $(Z)$ were kept for refinement with more accurate calculations and the rest of the conformers with minor contributions were discarded. This reduced the number of investigated conformers to: in vacuит: $\beta$-ribofuranose ( $n^{\prime}=4$, contributing $59.5 \%$ of $Z$ ), $\alpha$-ribofuranose ( $n^{\prime}=2$, contributing $60.4 \%$ of $Z$ ), $\beta-2^{\prime}-$ deoxyribofuranose ( $n^{\prime}=3$, contributing $54.6 \%$ of $Z$ ), $\alpha$-2'-deoxyribofuranose ( $n^{\prime}=1$, contributing $51.0 \%$ of $Z$ ); in solvent: $\beta$-ribofuranose ( $n^{\prime}=12$, contributing $51.4 \%$ of $Z$ ), $\alpha$ -
ribofuranose ( $n^{\prime}=12$, contributing $51.6 \%$ of $Z$ ), $\beta$-2'-deoxyribofuranose ( $n^{\prime}=7$, contributing $53.0 \%$ of $Z$ ), $\alpha$-2'-deoxyribofuranose ( $n '=7$, contributing $51.9 \%$ of $Z$ ).

The geometry of every sugar structure of the $n$ ' that survived the initial screening, was re-optimized without constraints at the Density functional level of theory (DFT) [48, $49,50]$ using the B3LYP/6-31G( $d, p$ ) functional [51, 52] / basis set [53] combination.

Aqueous solvation was accounted for in the DFT calculations using the Integral Equation Formalism variant of the "Polarizable Continuum Model" (IEFPCM) [54, 55, 56, 57, 58] implemented in Gaussian 16 [59], the software package used in all DFT calculations in this work.

The so-called "water problem" [60] describes the consensus understanding that the primordial soup may have been non-polar in nature or, at least, had a controlled exposure to water (see for example Ref. [61] and literature cited therein). Hence, the primary results to be considered and discussed here are those in the vacuum phase as a surrogate for nonpolar environment. However, solvation modeling has been included for completion and to also test the effects of this very "water problem" since aqueous medium predominates in contemporary living systems.

Solvation remains an open problem for quantum chemical calculations. One has to pick from the dichotomy of explicit solvation or the modeling of its effects by placing the solvent in a cavity within a bulk dielectric continuum; implicit solvation [55, 62, 56, 63, 64, 65, 66]. Explicit solvation is best to describe strong localized interactions between the solute molecule and immediate solvation shell molecules, while continuum solvation modeling is better tuned to capture the long-range averaged effects of solvation by the solvent bulk. Explicit solvation, ideally, entails a gradual addition of solvent molecules until the convergence of some relevant parameters, which is impractical here in view of the large number of studied systems. Hence, the second best option, that is, the continuum modeling, has been applied in this work.

Every geometry optimization in this work has been followed by a harmonic vibrational analysis and all cases were found to exhibit no imaginary frequency as required to confirm their status as local minima on the PES. For each one of the eight groups described above, the most stable structure of the sugar that resulted from the DFT optimization was saved for the next step and the rest of the structures were discarded.

The five nucleobases (A, G, C, T, U) were optimized at the DFT-B3LYP/6-31G(d, p) level of theory, in a similar procedure as the one outlined above for the sugars, in vacuum and in solvent phase. These optimized structures were then stitched to the sugars leading to 40 separate initial N -nucleoside guess geometries ( 5 bases $\times 2$ sugars $\times 2$ configurations $\times$ 2 phases/environments).

For consistency, the N -glycosidic bond, C 1 '-N1 in pyrimidines ( Y ) or C 1 '-N9 in purines (R) was initially set to $1.52 \AA$ while the dihedral angle $\mathrm{H}-\mathrm{C} 1$ '-N1(Y)/N9(R)-C $x$ was set initially at $-161.9^{\circ}$ (anti). Each of the 40 nucleoside structures was then subjected to a fully counterclockwise relaxed scan around this dihedral in 6 steps each of $60^{\circ}$. The lowest structure from this scan was refined by subjecting it to a final fully-unconstrained optimization to obtain the final structure of the nucleosides in vacuum and in solvent. A harmonic frequency calculation was performed as usual to ensure that the final structures are indeed minima on the PES.

Finally, a mono-anionic dihydrogen phosphate group $\left(\mathrm{H}_{2} \mathrm{PO}_{4}^{-}\right)$, the form dominant at pH 6.5 [3], has been subjected to an unconstrained optimization in the vacuum phase and in continuum solvent at the DFT-B3LYP/6-31G $(d, p)$ level of theory. The optimized phosphate was then attached to the nucleosides at C 5 '-OH setting the initial $\mathrm{O}-\mathrm{C} 5$ '- C 4 '- C 3 torsion angle to $30.9^{\circ}$ (the standard angle for the stored structures in GaussView). A soft scan was then performed in 6 steps of 60 degrees, and again the lowest energy conformer of the nucleotide was retained for further analysis. The procedure outlined above yields 80 final optimized structures: 40 for each class (nucleoside, and nucleotide), 20 in gas- and 20 in solution-phase.

The steps described above proceed for the following order of condensation reactions: sugar + base $\rightarrow$ nucleoside followed by a geometry optimization of the nucleoside, and then by the reaction nucleoside + phosphate $\rightarrow$ nucleotide followed by a geometry optimization of the nucleotide.

Since every step of these two concatenated "reactions" is followed by a geometry optimization, a change in the order of these reactions does not necessarily yield the same geometries (and energies). Hence, the procedure described so far has been repeated except by reversing the order of the reaction, that is: sugar + phosphate $\rightarrow$ 5'sugar-monophosphate $\rightarrow$ optimization $\rightarrow$ 5'sugar-monophosphate + base $\rightarrow$ nucleotide $\rightarrow$ optimization.

For every given pair of $\alpha / \beta$-anomers, the difference in their energies (relative energy) is defined:
$\Delta X_{\beta \alpha} \equiv X_{\beta}-X_{\alpha}$
where $\Delta X$ denotes $\Delta E$ (the difference is of the total energies), or $\Delta E_{\text {(ZPE) }}$ (the difference in the total energies corrected for Zero-Point vibrational Energies (ZPEs)), or $\Delta G^{\text {o }}$ (the difference in the Gibbs energies at standard conditions). The inclusion of solvation effects will be indicated when necessary using extra symbols.

The DFT-B3LYP/6-31G $(d, p)$ level of theory has been chosen for this study as a reasonable compromise of accuracy and speed/feasibility. To have a sense of the magnitude of the error bars intrinsic to this level of theory would require a full-fledged benchmarking study which is outside of the scope of this work. The error for a similar level of theory, namely, DFT-B3LYP/6-31+G( $d, p$ ) has been benchmarked by Zhao and Truhlar to be around $3.6 \mathrm{kcal} / \mathrm{mol}$ [67]. Zhao and Truhlar obtained this estimate by comparing the calculated and experimental thermodynamic data for 177 main-group compounds. On that basis, we may take the intrinsic uncertainty of the method used in this work to be around $\approx$ $3-4 \mathrm{kcal} / \mathrm{mol}$.

### 2.3 Results and discussion

### 2.3.1 Two hypothetical synthetic pathways and their Gibbs energies

The two pathways for the formation of a nucleotide are depicted in Figure 2.2 and are not equivalent. That non-equivalency is due to the effect of the first condensation on geometry which leads to final products trapped at different wells on the potential energy surface of the nucleotide. In other words; $(\mathrm{a}+\mathrm{b})$ and $(\mathrm{c}+\mathrm{d})$ are different pathways with different $\Delta G_{\text {reaction }}^{\circ}$.

## Classic pathway



Alternative pathway

Figure 2.2 Two different pathways for constructing the $\beta$ - and $\alpha$-anomers of nucleosides and nucleotides. (Reaction pathways referred-to in the text and tables are labeled with lower-case letters: Classical pathway ( $\mathrm{a}+\mathrm{b}$ ) and alternative pathway ( $\mathrm{c}+\mathrm{d}$ ); $\mathrm{R}=\mathrm{H}, \mathrm{OH}$ for DNA and RNA, respectively).

Recapping, the two condensation sequences considered are:
(1) The condensation of a sugar with a base to obtain the N -nucleoside (Ns) followed by the condensation of the nucleoside with a dihydrogen phosphate anion $\left(\mathrm{H}_{2} \mathrm{PO}_{4}{ }^{-}\right)$at the 5 ' position to obtain the nucleotide $(\mathrm{Nt})$. The Gibbs free energy of this reaction is defined as (equation (2.2)):

$$
\begin{equation*}
\Delta G_{(\mathrm{a}+\mathrm{b})}^{\circ}=\left[\left(G_{\mathrm{Ns}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\mathrm{sugar}}^{\circ}+G_{\mathrm{base}}^{\circ}\right)\right]_{\mathrm{a}}+\left[\left(G_{\mathrm{Nt}^{\circ}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\mathrm{Ns}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{PO}_{4}^{-}}^{\circ}\right)\right]_{\mathrm{b}} \tag{2.2}
\end{equation*}
$$

(2) The condensation reaction of a $\mathrm{H}_{2} \mathrm{PO}_{4}^{-}$group with a sugar at $\mathrm{C}^{\prime}$ first, followed by a condensation of the sugar-5'-monophosphate with the base. In this case the Gibbs energy of reaction is defined as (equation (2.3)):

$$
\begin{align*}
\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}= & {\left[\left(G_{\mathrm{sugar}-5^{\prime}-\mathrm{HPO}_{4}^{-}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\mathrm{sugar}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{PO}_{4}^{-}}^{\circ}\right)\right]_{\mathrm{c}} } \\
& +\left[\left(G_{\mathrm{Nt}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\text {sugar-5 }-5^{\prime}-\mathrm{HPO}_{4}^{-}}^{\circ}+G_{\text {base }}^{\circ}\right)\right]_{\mathrm{d}} \tag{2.3}
\end{align*}
$$

### 2.3.2 Which furanose or furanose-phosphate anomers are more stable: $\alpha$ or $\beta$ ?

As a prelude to this study, we first revisit the relative stabilities of the furanose forms of the sugars themselves. A ${ }^{13} \mathrm{C}-\mathrm{NMR}$ study complemented with a statistical mechanics analysis by Dass et al. demonstrates a strong temperature-(gradient)-dependence of the equilibrium ratios of the various open-chain and cyclic forms of ribose sugar [68]. These authors are simulating the conditions of temperature and temperature-gradient near hydrothermal vents to answer the question of which form(s) of the ribose sugars were favored at early prebiotic times. From these authors' Fig. 2 [68], in pure aqueous solution at $25^{\circ} \mathrm{C}$, the $\beta$-pyranose ( $\beta \mathrm{P}$-form) is dominant with a mole fraction of $\approx 0.6$, followed by the $\alpha \mathrm{P}$-form with a mole fraction of $\approx 0.2$. These authors' figure indicates much lower populations for the two furanose forms under these conditions, both anomers having similar mole fractions of $\approx 0.1$ each. This means that at $25^{\circ} \mathrm{C}$ the pyranose form dominates largely and especially in its $\beta$-form. These figures do not change significantly when the medium simulates Hadean waters [68].

Interestingly, Fig. 2 of [68] features break-even points of the eight curves. Beyond a temperature of $\approx 130^{\circ} \mathrm{C}$, the population is inverted with an increasing dominance of the furanose form, starting with a small excess of $\approx 1.5 \times$ favoring the $\beta$ form at the beginning, with a gap between the $\alpha$ and the $\beta$ populations that widens as the temperature increases (whether in pure or Hadean water) reaching a $\beta / \alpha$ ratio of $\approx 2$ at $\approx 130^{\circ} \mathrm{C}$ [68]. It is inferred, in conclusion, that the early hot atmosphere may have been the driver for the selection of the $\beta$-furanose form that remained to this day after the temperatures have cooled down.

This proclivity to select the $\beta$-furanose form can be enhanced at lower temperature in the presence of large temperature gradients as it occurs near hydrothermal vents for example. At room temperature, however, the data of Dass et al. show a slight but not substantial propensity for the $\beta$ - over $\alpha$-furanose, whether in pure aqueous solution or one that simulate Hadean medium [68].

Azofra et al.'s [69] DFT exploration of the potential energy landscape generated thousands of rotamers of (deoxy)ribopyranose, (deoxy)ribofuranose in their open chain and $\beta$ - and $\alpha$ anomeric forms. In their study, these authors report results based on DFT vacuum-phase calculations with both the B3LYP/6-311++G $(d, p)$ and M06-2X/6-311++G $(d, p)$ chemical models [69]. The authors also find a dominance of the pyranose form over the furanose from 0 K to room temperature ( 298 K ), in agreement with the more recent experimental results of Dass et al. [68]. Meanwhile, within the small proportion of furanose, in the case of ribofuranose, the B3LYP/M062X functional predicts a higher Boltzmann populations of $\alpha$-ribofuranose (3.4/0.2\% (298 K) and $1.5 / 0.1 \%(0 \mathrm{~K}))$ than the $\beta$-ribofuranose ( $0.6 / 0.0 \%(298 \mathrm{~K})$ and $0.2 / 0.0(0 \mathrm{~K})$ ). A similar trend is also found for the $\alpha$-2'-deoxyribofuranose forms, in which case the respective Boltzmann populations (B3LYP/M06-2X) are ( $6.2 / 0.8 \%$ (298 K), 2.4/0.3\% ( 0 K )) compared with $\beta$-2'deoxyribofuranose (1.2/0.1\% (298 K) and 0.4/0.0 ( 0 K )) . One of the main results of Azofra et al.'s [69] study is that the pyranose form is more populated than the furanose form at room (and lower) temperatures, but the results using both DFT functionals indicate a slight advantage, within the furanose population, for the $\alpha$-anomer. However, the differences in energies and their corresponding Boltzmann's populations are probably within the error bars of the DFT calculations. Hence, we may conclude that these studies do not indicate a clear advantage of one furanose anomer over the other at room temperature.

Cocinero et al. performed a combined experimental/computational study (rotational FTMW spectroscopy and three levels of theory: MP2/6-311++G $(d, p)$, B3LYP//6-311++G $(d, p)$, and M06-2X//6-311++G( $d, p$ ) ) that again shows the almost exclusive dominance of the pyranose form in the gas-phase at room temperature [70]. However, these authors also demonstrate that aqueous solvation increases the propensity for the furanose form at room temperature compared to the gas-phase [70].

Our results listed in Table 2.1 are consistent with the findings of Azofra et al.'s [69] suggesting a borderline preference of the $\alpha$ - over the $\beta$-furanose anomer at room temperature,
whether in solvent or in the vacuum phase, and for either ribose or deoxyribose (see first three entries of Table 2.1, especially the third, for differences in Gibbs energy which are less than $c a$. $3 \mathrm{kcal} / \mathrm{mol}$ ). In fact these results are consistent with all those mentioned above by other workers since they indicate an inconclusive advantage of one form or another.

Table 2.1 also lists the effect of adding the phosphate group at position 5' of the sugar. The phosphate group has a significant effect whereby the marginal preference of the $\alpha$-over the $\beta$ forms of the free sugars is now reversed. As can be seen from the entries in the Table, the sugar monophosphates are slightly more stable in the $\beta$-forms, whether in gas- or solution- phase and whether ribose or deoxyribose (differences in Gibbs energy are all above a $\mathrm{kcal} / \mathrm{mol}$, approximately 2-3 kcal/mol for RNA and $4-5 \mathrm{kcal} / \mathrm{mol}$ in DNA, in vacuum, and with smaller

Table 2.1 Differences in energies between the most stable $\beta$ - and $\alpha$-anomers for the sugars $2^{\prime}$ deoxy (d) or (r)ibose in vacuum and in aqueous environment in $\mathrm{kcal} / \mathrm{mol}$ (equation 2.1). Included differences are between: The total energies without $\left(\Delta E_{\beta \alpha}\right)$ and with zeropoint vibrational correction (ZPE) $\left(\Delta E_{\beta \alpha(\mathrm{ZPE})}\right)$, and Gibbs energies $\left(\Delta G_{\beta \alpha}^{\circ}\right)$ at STP conditions. The listed results are from DFT (B3LYP/6-31G $(d, p)$ ) calculations. The integral equation formalism of the polarizable continuum model (IEFPCM) solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.

|  | DNA |  |  | RNA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{S}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathrm{S}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| $\Delta E_{\beta \alpha}$ | dr | 1.1 | 4.1 | r | 2.8 | 3.8 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | 1.2 | 3.7 |  | 2.7 | 2.8 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 1.5 | 3.2 |  | 2.8 | 1.9 |
| $\Delta E_{\beta \alpha}$ | drMP | -5.1 | -2.4 | rMP | -3.0 | 0.8 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | -4.9 | -2.5 |  | -3.2 | -0.3 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -3.9 | -1.1 |  | -1.8 | -0.8 |

(1) $\mathrm{S}=$ unspecified sugar or $5^{\prime}$-monophosphate (MP) sugar. ${ }^{(2)}$ Differences in $\Delta E_{\beta \alpha}, \Delta E_{\beta \alpha(\mathrm{ZPE})}$, and in $\Delta G_{\beta \alpha}^{\circ} \Delta G_{\beta \alpha}^{0}$ in vacuum at the DFT level. ${ }^{(3)}$ Differences in $\Delta E_{\beta \alpha}, \Delta E_{\beta \alpha(\mathrm{ZPE})}$, and in $\Delta G_{\beta \alpha}^{\circ}$ in solvent.
magnitudes (but still negative values) in solution) (Table 2.1). (See figures A1-A4 in the Appendices section).

### 2.3.3 Which nucleoside anomer is more stable: $\alpha$ or $\beta$ ?

Ball-and-stick representations of the optimized geometries of all studied structures and their Gibbs energies of inter-conversion can be found in the Appendices (figures A.5-A.14).

The 20 differences in energies between the $\beta$ - and $\alpha$-anomers for each of the nucleosides obtained from equation (1) are listed in Table 2.2. For most cases, the difference in stabilities of the anomers falls within the probable error bars of the theoretical method (DFT-B3LYP/6$31 \mathrm{G}(d, p)$ ), that is, approximately $3-4 \mathrm{kcal} / \mathrm{mol}$. In the case of DNA, all differences in Gibbs energies are $<2 \mathrm{kcal} / \mathrm{mol}$, whether in vacuum or in solution and for all five nucleosides. One notices that, in all cases, solvation magnifies the relative stability of the $\alpha$-anomer by $\approx 2 \mathrm{kcal} / \mathrm{mol}$. As for RNA in vacuum, Gibbs energies suggest a slight relative stability of the $\beta$-anomer of G over the $\alpha$-form (by $\approx 2 \mathrm{kcal} / \mathrm{mol}$ ), while the reverse is true for the rest, with the $\alpha$-form being more stable by $\approx 2 \mathrm{kcal} / \mathrm{mol}$ for $\mathrm{A}, \mathrm{T}$, and U , and by $\approx 4 \mathrm{kcal} / \mathrm{mol}$ for C .

In solution phase, and judging from the relative $\Delta G$ values, the $\alpha$-forms of the purines are more stable than their $\beta$ counterparts by $\approx 2 \mathrm{kcal} / \mathrm{mol}$ while for pyrimidines the differences between the two forms are negligible (below chemical accuracy of $1 \mathrm{kcal} / \mathrm{mol}$ ), Table 2.2. These energy differences between the anomers are within an order of magnitude of the thermal energy at room temperature $K_{B} T(298 \mathrm{~K}) \approx 0.5 \mathrm{kcal} / \mathrm{mol}$, and that at $70 \mathrm{C}\left(K_{B} T(343 \mathrm{~K}) \approx 0.7 \mathrm{kcal} / \mathrm{mol}\right)$, a temperature believed to have prevailed during the Archean eon when the first forms of primordial life may have emerged [71].

The calculated energy differences listed in Table 2.2, whether Gibbs or total energies, fall within the probable error bars of the method and hence, while indicative, cannot be considered definitive. The consistency of the trend in Table $\mathbf{2 . 2}$ may allow us to conclude that there appears to be a small thermodynamic advantage for the $\alpha$-anomer over the $\beta$-anomer in solution in both nucleic acids. In vacuum phase, in the case of DNA, the Gibbs energy differences are below chemical accuracy and hence the two forms are iso-energetic. Meanwhile, for RNA in vacuum generally the $\alpha$-anomer is more stable (slightly for $\mathrm{A}, \mathrm{T}$, and U , and more notably for C ) except for G for which the $\beta$-anomer has a slight advantage.

Table 2.2 Differences between the energies of the most stable $\beta$ - and $\alpha$-anomers of the $2^{\prime}$ deoxy (d) or ribonucleosides in vacuum and in aqueous environment (equation 2.1). Included differences are between: The total energies without $\left(\Delta E_{\beta \alpha}\right)$ and with zero-point vibrational correction (ZPE) $\left(\Delta E_{\beta \alpha(\mathrm{ZPE})}\right)$, and Gibbs energies $\left(\Delta G_{\beta \alpha}^{\circ}\right)$. All results are obtained from DFT (B3LYP/6-31G( $d, p$ ) ) calculations. The integral equation formalism of the polarizable continuum model (IEFPCM) solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.

|  | DNA |  |  | RNA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{N}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathrm{N}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
|  | purines |  |  |  |  |  |
| $\Delta E_{\beta \alpha}$ | dA | 1.2 | 0.6 | A | 1.7 | 3.9 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | 0.8 | 0.7 |  | 1.3 | 3.2 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 1.0 | 1.4 |  | 1.5 | 2.1 |
| $\Delta E_{\beta \alpha}$ | dG | -0.9 | 0.3 | G | -1.8 | 3.6 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | -1.1 | 0.7 |  | -1.9 | 3.1 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -0.5 | 2.0 |  | -1.5 | 2.0 |
|  | pyrimidines |  |  |  |  |  |
| $\Delta E_{\beta \alpha}$ | dC | -1.4 | 2.4 | C | 4.9 | -0.1 |
| $\Delta E_{\beta \alpha(\mathrm{ZPE})}$ |  | -1.1 | 2.2 |  | 4.6 | -0.5 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -0.2 | 1.8 |  | 4.3 | -0.8 |
| $\Delta E_{\beta \alpha}$ | dT | -0.4 | 2.8 | T | 2.4 | 1.6 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | -0.3 | 2.5 |  | 1.9 | 1.0 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 0.3 | 1.9 |  | 1.9 | 0.1 |
| $\Delta E_{\beta \alpha}$ | dU | 0.0 | 2.9 | U | 2.3 | 1.5 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | 0.1 | 2.6 |  | 1.8 | 1.2 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 0.7 | 2.0 |  | 1.8 | 0.8 |

${ }^{(1)} \mathrm{N}=$ unspecified nucleoside. ${ }^{(2)}$ Difference in total energies in vacuum at semiempirical level. ${ }^{(3)}$ Differences in $\Delta E_{\beta \alpha}$, $\Delta E_{\beta \alpha(\mathrm{ZPE})}$, and in $\Delta G_{\beta \alpha}^{0}$ in vacuum at the DFT level. ${ }^{(4)}$ Differences in $\Delta E_{\beta \alpha}, \Delta E_{\beta \alpha(\mathrm{ZPE})}$, and in $\Delta G_{\beta \alpha}^{0}$ in solvent.

### 2.3.4 Which nucleotide anomer is more stable, in what conditions?

Tables 2.3 and 2.4 give the relative (Gibbs) energies of the $\alpha$ and $\beta$ - anomers obtained via the "classical" pathway $((\mathrm{a}+\mathrm{b})$ - Table 2.3, Figures A.15-A.24) and the alternative pathway ((c + d) - Table 2.4, Figures A.25-A.34). The sequences of the two-step additions
defining the two pathways are represented in Figure 2.2. The differences in energies were obtained by equations of the form of equation (1). Since all individual energies are negative, entries in these tables that are negative indicate that the $\beta$ anomer is more stable and vice versa.

Table 2.3 Differences between the energies of the most stable $\beta$ - and $\alpha$-anomers of the 2 ' deoxy (d) or (rib)onucleotides in vacuum and in aqueous environment (equation 2.1) as given by the reaction pathway sequence (a) and (b) of Figure 2.1. Included differences are between: The total energies without ( $\Delta E_{\beta \alpha}$ ) and with zero-point vibrational correction (ZPE) $\left(\Delta E_{\beta \alpha(\mathrm{ZPE})}\right)$, and Gibbs energies $\left(\Delta G_{\beta \alpha}^{\circ}\right)$. All results are obtained from DFT (B3LYP/6-31G $(d, p)$ ) calculations. The Integral Equation Formalism of the Polarizable Continuum Model (IEFPCM) solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.

|  | DNA |  |  | RNA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | NMP $^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathrm{NMP}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
|  | purines |  |  |  |  |  |
| $\Delta E_{\beta \alpha}$ | dAMP | -7.9 | 2.0 | AMP | -8.0 | -0.6 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | -7.9 | 2.2 |  | -8.9 | -0.2 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -7.7 | 2.4 |  | -9.9 | 1.5 |
| $\Delta E_{\beta \alpha}$ | dGMP | -18.6 | 1.8 | GMP | -5.7 | -2.8 |
| $\Delta E_{\beta \alpha \text { (ZPE) }}$ |  | -18.7 | 1.1 |  | -6.6 | -2.3 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -17.1 | 1.8 |  | -6.7 | -0.8 |
|  | pyrimidines |  |  |  |  |  |
| $\Delta E_{\beta \alpha}$ | dCMP | 4.7 | -0.7 | CMP | -8.0 | -4.6 |
| $\Delta E_{\beta \alpha}(\mathrm{ZPE})$ |  | 4.2 | -0.9 |  | -8.6 | -4.5 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 3.3 | -0.6 |  | -9.0 | -3.2 |
| $\Delta E_{\beta \alpha}$ | dTMP | 5.9 | -1.9 | TMP | -1.5 | -4.7 |
| $\Delta E_{\beta \alpha \text { (2PE) }}$ |  | 6.0 | -1.1 |  | -2.2 | -4.5 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 6.4 | 0.3 |  | -2.5 | -2.8 |
| $\Delta E_{\beta \alpha}$ | dUMP | 6.1 | -1.3 | UMP | -10.7 | -4.4 |
| $\Delta E_{\beta \alpha \text { (2PE) }}$ |  | 6.1 | -1.3 |  | -11.6 | -4.0 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 6.6 | -0.7 |  | -12.5 | -2.2 |

${ }^{(1)}$ NMP $=$ unspecified nucleoside $5^{\prime}$-monophosphate (nucleotide). ${ }^{(2)}$ Differences in $\Delta E_{\beta \alpha}, \Delta E_{\beta \alpha(\text { ZPE })}$, and in $\Delta G_{\beta \alpha}^{0}$ in vacuum at the DFT level. ${ }^{(3)}$ Differences in $\Delta E_{\beta \alpha}, \Delta E_{\beta \alpha(\mathrm{ZPE})}$, and in $\Delta G_{\beta \alpha}^{0}$ in solvent.

Table 2.4 Differences between the energies of the most stable $\beta$ - and $\alpha$-anomers of the $2^{\prime}$ deoxy (d) or (rib)onucleotides in vacuum and in aqueous environment (equation 2.1) as given by the reaction pathway sequence (c) and (d) of Figure 2.1. Included differences are between: The total energies without ( $\Delta E_{\beta \alpha}$ ) and with zero-point vibrational correction (ZPE) $\left(\Delta E_{\beta \alpha(\mathrm{ZPE})}\right)$ ), and Gibbs energies $\left(\Delta G_{\beta \alpha}^{\circ}\right)$. All results are obtained from DFT (B3LYP/6-31G $(d, p)$ ) calculations. The Integral Equation Formalism of the Polarizable Continuum Model (IEFPCM) solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.

|  | DNA |  |  |  | RNA |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | NMP $^{(1)}$ | vac. $^{(2)}$ | solv. $^{(3)}$ |  | NMP $^{(1)}$ | vac. $^{(2)}$ | solv. $^{(3)}$ |
|  | purines |  |  |  |  |  |  |
| $\Delta E_{\beta \alpha}$ | dAMP | 4.3 | 1.4 |  | AMP | 1.6 | -0.5 |
| $\Delta E_{\beta \alpha(\text { ZPE })}$ |  | 4.2 | 1.5 |  |  | 1.8 | -0.8 |
| $\Delta G_{\beta \alpha}^{0}$ |  | 4.3 | 1.6 |  |  | 2.6 | -0.8 |
| $\Delta E_{\beta \alpha}$ | dGMP | -3.5 | -2.1 |  | GMP | 0.2 | 2.3 |
| $\Delta E_{\beta \alpha(\text { ZPE })}$ |  | -4.5 | -1.6 |  |  | 0.0 | 1.0 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -4.3 | 1.2 |  |  | 0.9 | -0.2 |
|  | pyrimidines |  |  |  |  |  |  |
| $\Delta E_{\beta \alpha}$ | dCMP | -12.6 | 0.2 |  | CMP | 0.0 | 0.7 |
| $\Delta E_{\beta \alpha(\text { ZPE })}$ |  | -12.4 | 0.1 |  |  | -0.7 | 0.0 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -12.8 | 0.7 |  |  | -1.6 | -0.3 |
| $\Delta E_{\beta \alpha}$ | dTMP | -12.2 | 0.0 |  | TMP | 6.7 | 1.3 |
| $\Delta E_{\beta \alpha(\text { ZPE })}$ |  | -11.5 | 0.3 |  |  | 6.8 | 0.7 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -10.6 | 1.7 |  | 7.5 | 0.1 |  |
| $\Delta E_{\beta \alpha}$ | dUMP | -10.0 | 1.1 |  | UMP | 9.3 | -1.1 |
| $\Delta E_{\beta \alpha(\text { ZPE })}$ |  | -10.1 | 1.1 |  |  | 9.9 | -1.8 |
| $\Delta G_{\beta \alpha}^{0}$ |  | -10.9 | 1.3 |  |  | 11.1 | -1.9 |

${ }^{(1)}$ NMP $=$ unspecified nucleoside 5'-monophosphate (nucleotide). ${ }^{(2)}$ Differences in $\Delta E_{\beta \alpha}, \Delta E_{\beta \alpha(\text { ZPE })}$, and in $\Delta G_{\beta \alpha}^{0}$ in vacuum at the DFT level. ${ }^{(3)}$ Differences in $\Delta E_{\beta \alpha}, \Delta E_{\beta \alpha(\mathrm{ZPE})}$, and in $\Delta G_{\beta \alpha}^{0}$ in solvent.

Assuming RNA preceded DNA chronologically, a glance at Table 2.3 (nucleotides formed via pathway ( $\mathrm{a}+\mathrm{b}$ )) suggests that $\beta$-anomers are favored across the board in vacuum/non-polar medium. In this case, the relative Gibbs energies, ordered in decreasing magnitudes, are
$\Delta G_{\beta \alpha}^{\circ}(\mathrm{UMP}) \approx-13 \mathrm{kcal} / \mathrm{mol}, \Delta G_{\beta \alpha}^{\circ}(\mathrm{AMP}) \approx-10 \mathrm{kcal} / \mathrm{mol}, \Delta G_{\beta \alpha}^{\circ}(\mathrm{CMP}) \approx-9 \mathrm{kcal} / \mathrm{mol}, \Delta G_{\beta \alpha}^{\circ}(\mathrm{GMP})$ $\approx-7 \mathrm{kcal} / \mathrm{mol}, \Delta \boldsymbol{G}_{\beta \alpha}^{\circ}(\mathrm{TMP}) \approx-3 \mathrm{kcal} / \mathrm{mol}$. Interestingly, the least remarkable difference is that of the rarely seen nucleotide, that is, TMP (favouring the $\beta$-form by only $3 \mathrm{kcal} / \mathrm{mol}$ ) as opposed to the one that actually occur in today's RNA, that is, UMP which exhibits, in fact, the highest differential stability favoring the $\beta$-anomer (by $13 \mathrm{kcal} / \mathrm{mol}$ ). Coincidence? There is no way to tell for certain, but suggestive it is.

Continuum solvation reduces the clear advantage of the $\beta$-anomer over their $\alpha$-counterparts to the level of computational noise, yet with consistency (except for a small reversal $\approx 2 \mathrm{kcal} / \mathrm{mol}$ for AMP) (Table 2.3). As emphasized above, those results including solvation can only be taken as a qualitative guide given the lack of localized solvent-solute interaction(s) that may stabilize or destabilize the system.

As for DNA, the vacuum calculations suggest a considerable advantage for the canonical forms of purines and the reverse for pyrimidines. The advantage of the $\beta$-form is particularly marked in the case of dGMP by $\approx 17 \mathrm{kcal} / \mathrm{mol}$ of more stability (lower energy) compared to the $\alpha$ form. In aqueous solution, the results are inconclusive being, probably, within computational uncertainties (as discussed above).

Moving to the path $(\mathrm{c}+\mathrm{d})$ (Figure 2.2), Table 2.4 suggests that, in vacuum (or in nonpolar medium), the two forms of the RNA nucleotides have indistinguishable stabilities within the probable error bars of the method except for TMP and UMP. In these latter two cases, the $\alpha$ form is considerably more stable with $\approx 8$ and $11 \mathrm{kcal} / \mathrm{mol}$, respectively. These observations are inconsistent with today's state of affairs on three grounds: (i) AMP and GMP are predicted to have energies marginally favoring their $\alpha$-forms, and, more importantly (ii) TMP and UMP are much more stable in their $\alpha$-form especially UMP. Since these contradict what is being observed - that pathway is less likely to have been Nature's choice leaving the other pathway $(a+b)$ as a more probable scenario.

The addition of a phosphate group on the sugar first then the base last, in the ( $\mathrm{c}+\mathrm{d}$ ) pathway, creates ample opportunity for the highly anionic oxygens of the phosphate to hydrogen bond with the sugar's hydroxyl groups (see figures A. 25 - A.34). In the classical pathway, (a+b), when the base is added first on the sugar, the acidic hydrogens of the base in the $\beta$ form - being in closer proximity to the phosphate group (both are on the same face of the sugar mean plane) can form
hydrogen bonds with the latter (see figures A. 15 - A.24). This hydrogen bonding locks the phosphate group on that side of the mean plane of the sugar and competes with its capacity to form more hydrogen bonds with the sugar hydroxyl groups.

### 2.3.5 The order of addition of the three components of nucleotides matters

The hypothesis being tested here is captured by the following question. Suppose a series of net reactions were available in prebiotic times that lead to the formation of the first nucleotides, whether those of DNA or of RNA. Is there a particular order of addition that is more energetically favorable? In other words, which one of the following net reactions, fleshed-out in Figure 2.2, is energetically more favorable, i.e. leads to a more negative $\Delta G$ :

- Reaction $(a+b)$ :

$$
\begin{aligned}
& \text { sugar }+ \text { base } \xrightarrow{(\mathrm{a})} \mathrm{Ns}_{(a \mathrm{a}}+\mathrm{H}_{2} \mathrm{O} \\
& \xrightarrow[{\text { sugar }+ \text { base }+\mathrm{H}_{2} \mathrm{PO}_{4}^{-} \xrightarrow[(a+b)]{\mathrm{Ns}_{(\mathrm{a})}+\mathrm{H}_{2} \mathrm{PO}_{4}^{-} \xrightarrow{(\mathrm{b})} \mathrm{Nt}_{(a+b)}+2 \mathrm{H}_{2} \mathrm{O}, \quad \Delta G_{(a+b)}+\mathrm{H}_{2} \mathrm{O}}}]{ }
\end{aligned}
$$

- Reaction $(c+d)$ :

$$
\begin{aligned}
& \text { sugar }+\mathrm{H}_{2} \mathrm{PO}_{4}^{-} \xrightarrow{(\mathrm{c})} 5^{\prime}-\mathrm{SMP}_{(\mathrm{c})}+\mathrm{H}_{2} \mathrm{O} \\
& 5^{\prime}-\mathrm{SMP}_{(\mathrm{c})}+\text { base } \xrightarrow{(\mathrm{d})} \mathrm{Nt}_{(\mathrm{cc+d})}+\mathrm{H}_{2} \mathrm{O} \\
& \text { sugar }+ \text { base }+\mathrm{H}_{2} \mathrm{PO}_{4}^{-} \xrightarrow[(\mathrm{c}+\mathrm{d})]{ } \mathrm{Nt}_{(\mathrm{c}+\mathrm{d})}+2 \mathrm{H}_{2} \mathrm{O}, \quad \Delta G_{(\mathrm{c}+\mathrm{d})}
\end{aligned}
$$

where $\mathrm{Ns}=$ nucleoside and $\mathrm{Nt}=$ nucleotide in either the $\alpha$ - or the $\beta$-anomeric form, the sugar could be either ribose or deoxyribose, and $5^{\prime}$-SMP = 5'-sugar monophosphate. The subscripts in bracket indicate the addition sequence. There is a total of 2 (pathways) $\times 2$ (sugars) $\times 5$ (bases) $\times 2$ (anomers) $\times 2$ (solvation conditions) $=80$ "reactions" in total the Gibbs energies of which are summarized in Table 2.5 (see also Figures 2.3 and 2.4). The Gibbs energies of the two reaction pathways are defined by equations (2.2) and (2.3). It is important to remind the reader that since the optimized geometry, and hence the energy, of the final product depends on the sequence, we have different "products" (local minima) $\left(\mathrm{Nt}_{(\mathrm{a}+\mathrm{b})} \neq \mathrm{Nt}_{(\mathrm{c}+\mathrm{d})}\right)$.

Table 2.5 Gibbs $\left(\Delta G^{\circ}\right)$ energies at standard pressure and temperature in $\mathrm{kcal} / \mathrm{mol}$ for a hypothetical condensation leading to the 5 canonical $\beta$-ribonucleosides $5^{\prime}$ monophosphate (NMPs) (nucleotides) and their $\alpha$-counterparts in vacuum and in aqueous environment. The Gibbs energies of the two reaction pathways are defined by equations 2.2 and 2.3. "Reaction" pathways are labeled according to Figure 2.2. (From DFT calculations at the B3LYP/6-31G $(d, p)$ level of theory, with aqueous solvation modeled with the IEFPCM model).

|  | vacuum |  |  |  |  |  |  | solvent |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | classic path |  |  |  |  |  |  | $\Delta G_{\mathrm{a}}^{0}$ |  | $\Delta G_{\mathrm{b}}^{0}$ |  | $\Delta G_{\text {a+b }}^{0}$ |  | $\Delta \Delta G_{a+b}^{0}{ }^{(2)}$ |
|  |  |  | $\Delta G_{\mathrm{b}}^{0}$ |  | $\Delta G_{\mathrm{a}+\mathrm{b}}^{0}$ |  | $\Delta \Delta G_{\mathrm{a}+\mathrm{b}}^{0}{ }^{(2)}$ |  |  |  |  |  |  |  |
| NMP ${ }^{(1)}$ | $\begin{gathered} \alpha \\ \text { DNA } \end{gathered}$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\begin{gathered} \alpha \\ \mathbf{D N} \end{gathered}$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
|  | purines |  |  |  |  |  |  | puri |  |  |  |  |  |  |
| dAMP | 2.5 | 2.1 | -6.2 | -14.9 | -3.7 | -12.8 | -9.1 | 4.5 | 2.6 | 0.6 | 1.6 | 5.0 | 4.2 | -0.8 |
| dGMP | 4.6 | 2.6 | -8.8 | -25.4 | -4.3 | -22.8 | -18.6 | 4.3 | 3.0 | 0.6 | 0.4 | 4.9 | 3.4 | -1.5 |
|  | pyrimidines |  |  |  |  |  |  | pyrimidines |  |  |  |  |  |  |
| dCMP | 6.5 | 4.8 | -14.8 | -11.3 | -8.3 | -6.4 | 1.9 | 5.9 | 4.5 | 2.6 | 0.1 | 8.5 | 4.6 | -3.9 |
| dTMP | 8.1 | 6.9 | -19.7 | -13.7 | -11.7 | -6.7 | 4.9 | 6.3 | 4.9 | 2.1 | 0.5 | 8.3 | 5.4 | -2.9 |
| dUMP | 7.8 | 7.0 | -20.2 | -14.2 | -12.3 | -7.2 | 5.2 | 6.3 | 5.0 | 2.2 | -0.5 | 8.5 | 4.6 | -4.0 |
|  | RNA |  |  |  |  |  |  | RNA |  |  |  |  |  |  |
|  | purines |  |  |  |  |  |  | purines |  |  |  |  |  |  |
| AMP | 2.3 | 1.0 | -6.9 | -18.3 | -4.6 | -17.3 | -12.6 | 3.7 | 3.9 | 2.4 | 1.8 | 6.1 | 5.7 | -0.4 |
| GMP | 6.2 | 1.9 | -9.8 | -15.1 | -3.6 | -13.1 | -9.5 | 4.3 | 4.4 | 3.4 | 0.6 | 7.7 | 4.9 | -2.8 |
|  | pyrimidines |  |  |  |  |  |  | pyrimidines |  |  |  |  |  |  |
| CMP | 1.9 | 3.4 | -5.4 | -18.8 | -3.5 | -15.3 | -11.8 | 3.5 | 2.7 | 3.1 | 0.8 | 8.6 | 3.5 | -5.1 |
| TMP | 6.7 | 5.7 | -8.9 | -13.2 | -2.2 | -7.5 | -5.3 | 7.7 | 5.9 | 2.8 | -0.1 | 10.5 | 5.8 | -4.7 |
| UMP | 6.8 | 5.8 | -9.5 | -23.8 | -2.7 | -18.0 | -15.2 | 6.9 | 5.8 | 2.6 | -0.4 | 9.5 | 5.4 | -4.1 |
|  | alternative path |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | $\Delta G_{\mathrm{d}}^{0}$ |  | $\Delta G_{\text {ctd }}^{0}$ |  | $\Delta \Delta G_{\text {c+d }}^{0}{ }^{(2)}$ | $\Delta G_{\text {c }}^{0}$ |  | $\Delta G_{\mathrm{d}}^{0}$ |  | $\Delta G_{\text {c+d }}^{0}$ |  | $\Delta \Delta G_{\mathrm{c}+\mathrm{d}}^{0}{ }^{(2)}$ |
| NMP ${ }^{(1)}$ | $\begin{gathered} \alpha \\ \text { DNA } \end{gathered}$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |  |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
|  | purines |  |  |  |  |  |  | $\frac{\text { DNA }}{\text { purines }}$ |  |  |  |  |  |  |
| dAMP | -3.1 | -8.5 | -3.7 | 4.6 | -6.8 | -3.9 | 2.9 | 2.0 | -2.3 | 5.0 | 7.6 | 7.0 | 5.3 | -1.7 |
| dGMP | -3.1 | -8.5 | -3.2 | -3.5 | -6.3 | -12.0 | -5.7 | 2.0 | -2.3 | 4.6 | 6.9 | 6.6 | 4.6 | -2.0 |
|  | pyrimidines |  |  |  |  |  |  | pyrimidines$2.0 \quad-2.3$ |  |  |  |  |  |  |
| dCMP | -3.1 | -8.5 | 4.7 | -4.2 | 1.5 | -12.7 | -14.3 |  |  | 6.2 | 7.9 | 8.2 | 5.6 | -2.5 |
| dTMP | -3.1 | -8.5 | 1.4 | -5.2 | -1.7 | -13.7 | -12.0 | 2.0 | -2.3 | 6.7 | 9.4 | 8.7 | 7.1 | -1.6 |
| dUMP | -3.1 | -8.5 | 0.7 | -6.3 | -2.4 | -14.8 | -12.4 | 2.0 | -2.3 | 6.4 | 8.7 | 8.4 | 6.4 | -1.9 |
|  | RNA |  |  |  |  |  |  | RNA |  |  |  |  |  |  |
|  | purines |  |  |  |  |  |  | purines |  |  |  |  |  |  |
| AMP | -5.2 | -9.8 | 0.8 | 5.1 | -4.4 | -4.6 | -0.2 | 1.8 | -0.9 | 5.7 | 5.7 | 7.5 | 4.8 | -2.8 |
| GMP | -5.2 | -9.8 | -7.1 | -4.4 | -12.3 | -14.1 | -1.8 | 1.8 | -0.9 | 6.0 | 6.6 | 7.9 | 5.7 | -2.1 |
|  | pyrimidines |  |  |  |  |  |  | pyrimidines |  |  |  |  |  |  |
| CMP | -5.2 | -9.8 | 2.8 | 3.0 | -2.4 | -6.8 | -4.4 | 1.8 | -0.9 | 5.5 | 6.0 | 7.3 | 5.1 | -2.2 |
| TMP | -5.2 | -9.8 | -8.4 | 1.0 | -13.6 | -8.8 | 4.8 | 1.8 | -0.9 | 8.4 | 9.4 | 10.3 | 8.5 | -1.8 |
| UMP | -5.2 | -9.8 | -9.2 | 3.7 | -14.4 | -6.0 | 8.4 | 1.8 | -0.9 | 8.1 | 7.0 | 9.9 | 6.1 | -3.8 |

(1) $\mathrm{NMP}=$ unspecified nucleoside $5^{\prime}$-monophosphate (nucleotide). ${ }^{(2)}$ The $\Delta \Delta$ values are the Gibbs energies of reaction along a given two-step pathway for the $\beta$ anomer minus the same pathway but for the $\alpha$
anomer. For example, from the pathways labeled in Figure 2.2, $\Delta \Delta G_{a+b}^{0}$ is the difference of $\left(\Delta G_{a+b}^{0}\right)_{\beta}-\left(\Delta G_{\mathrm{a}+\mathrm{b}}^{0}\right)_{\alpha}$. In turn, $\left(\Delta G_{\mathrm{a}+\mathrm{b}}^{0}\right)_{\beta}$, for instance, is the sum of the Gibbs energies for the condensation reaction along the pathway (a) then (b) yielding the nucleotide. Expressed symbolically, $\left(\Delta G_{\mathrm{a}+\mathrm{b}}^{0}\right)_{\beta}=\left(\Delta G_{\mathrm{a}}^{0}\right)_{\beta}+\left(\Delta G_{\mathrm{b}}^{0}\right)_{\beta}$. Hence, in general: $\Delta \Delta G_{i+j}^{0}=\left(\Delta G_{i+j}^{0}\right)_{\beta}-\left(\Delta G_{i+j}^{0}\right)_{\alpha}$, where $i=\mathrm{a}, \mathrm{c}$, and $j=\mathrm{b}, \mathrm{d}$.


Figure 2.3 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic pathway (pathway $(\mathrm{a}+\mathrm{b}$ ), Figure 2.2) leading to the 5 canonical $\beta$-nucleotides and their $\alpha$ counterparts. The Gibbs energies of these reactions are defined by equation 2.2. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-31G $(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-31G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 2.4 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at $298 \circ \mathrm{~K}$ for the alternative pathway (pathway $(\mathrm{c}+\mathrm{d})$, Figure 2.2) leading to the 5 canonical $\beta$-nucleotides and their $\alpha$ counterparts. The Gibbs energies of these reactions are defined by equation 2.3. (Top) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-31 \mathrm{G}(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-31 \mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.

A glance at Table 2.5 suggests that the pathway ( $\mathrm{a}+\mathrm{b}$ ) for the $\beta$-anomer is the most favored (more exergonic) in vacuum yet both pathways are endergonic in the continuum solvation model used. Hence the following discussion will focus on pathway ( $a+b$ ) with the vacuum-phase results examined first. As can be seen from Table 2.5 and Figure 2.3, the condensation reaction between a base and a sugar (reaction (a)) is not favored thermodynamically either in vacuum or aqueous solution. However, the next coupled step in this pathway, step (b), is sufficiently exergonic to drive the entire reaction to competition with negative free energy falling in magnitude within the range $11 \mathrm{kcal} / \mathrm{mol}<|\Delta G|<24 \mathrm{kcal} / \mathrm{mol}$ in the case of the $\beta$-anomers, and to a lesser extent in the case of the $\alpha$-anomers in which case the magnitudes of the energies of reaction are $6 \mathrm{kcal} / \mathrm{mol}<|\Delta G|<20$
$\mathrm{kcal} / \mathrm{mol}$.
It is further noticed from Table 2.5 that step (b) reactions are generally more exergonic for the $\beta$-anomers of RNA than for their DNA counterparts. This second step, (b), is also exergonic for the $\alpha$-anomers. This step, for most $\alpha$-nucleotides, is less exergonic (and significantly so) than the corresponding $\beta$-nucleotides except for the deoxyribonucleotides of the pyrimidine bases.

The overall reaction energies strongly favor the $(a+b)$ pathways for all ribonucleotides in vacuum and for both anomers. The overall $\beta$-pathways are typically doubly or triply more exergonic than the $\alpha$-pathways (as can be seen from Table 2.5 and Figure 2.3) except in the case of the pyrimidines-deoxy-ribonucleotides. The differential Gibbs energies between the $\alpha$ - and $\beta$ pathways, $\Delta \Delta G(\mathrm{a}+\mathrm{b})$, that captures the effect of $\alpha / \beta$ isomerization on the overall reaction Gibbs energies are more exergonic for the $\beta$-reactions except for the pyrimidines in DNA.

In aqueous medium, an examination at the overall energies of the $(a+b)$ pathways shows that solvation flips all the vacuum-phase spontaneous reactions to non-spontaneous ones (Table 5 and Figure 2.3). This is in line with the "water problem" [28] which seems to support a non-polar primordial soup. Interestingly, the reactions of the $\alpha$-anomers are all more endergonic than those with the $\beta$-reactions, again suggesting that - in this case - the $\beta$-reaction is "less forbidden", so to speak, than the $\alpha$-counterpart.

In vacuum, for the alternative $(c+d)$ pathway, the first step, namely $(c)$, the condensation of the phosphate and the sugar is exergonic across the board, especially for the $\beta$-form (Table 2.5, and Figure 2.4). Meanwhile when the sugar is substituted at its 5 ' position by the phosphate group, the energies of step (d) do not suggest particularly strong trends. The overall reaction energy, though, still indicates that all are spontaneous but to lesser extents than the classical pathway (as mentioned above). Continuum solvation generally flattens the magnitudes of all reactions in the alternative pathways. In this case, step (c) is converted to a non-spontaneous reaction for the $\alpha$ anomers and marginally exergonic for all the $\beta$-anomers. The next step (d) in water is unfavorable in all cases leading to an overall endergonic $(\mathrm{c}+\mathrm{d})$ pathway in all cases (as in the classical pathway), with - on average - a marginally less favorable reaction in aqueous medium for both anomers.

It is concluded that the classical pathway for the $\beta$-anomers (the anomer which prevails in today's nucleic acids) emerges, again, as the generally favored thermodynamic choice.

### 2.3.6 Sugar exchange reactions between $U$ and $T$ nucleosides and nucleotides

Lesk posed the question of "Why does DNA contain Thymine and RNA Uracil?" in the title of an important paper that appeared as early as 1969 [38]. Lesk suggested several reasons for the choice including the suggestion of a slight thermodynamic advantage of the dominant forms over the minor forms. This point completes the present study which is addressed in a similar fashion as the manner as above.

From two bases ( $\mathrm{U}, \mathrm{T}$ ), two sugars (ribose and $2^{\prime}$-deoxyribose), and two configurations ( $\alpha$, $\beta$ ) there are 8 possibilities (see Figure 2.5). The top panel of this figure represents the (canonical) nucleosides that predominate in the genetic material of all contemporary living organisms, that is to say, thymine on deoxyribose (dT) and uracil on ribose (U). The bottom panel of Figure $\mathbf{2 . 5}$ presents those that occur infrequently in the genetic material, i.e., T and dU .

Table 2.6 compares the calculated energies of the thiamine and uracil nucleosides in hypothetical sugar exchange reactions, defined by "chemical reactions" (reaction 2.4) and (reaction 2.5) below, (where, for clarity, " $r$ " is added to denote ribose sugar):
$\beta-\mathrm{rT}+\beta-\mathrm{dU} \rightarrow \beta-\mathrm{rT}+\beta-\mathrm{dU}$
and

$$
\begin{equation*}
\alpha-\mathrm{rT}+\alpha-\mathrm{dU} \rightarrow \alpha-\mathrm{rT}+\alpha-\mathrm{dU} \tag{2.5}
\end{equation*}
$$

in both the vacuum phase and solvent phase.
These reactions switch the pair of bases from their sugars in their canonical nucleosides to the sugars in their non-canonical ones delivering the energies of sugar double exchange "reactions". The energies listed in Table 2.6 indicate a consistent lack of any significant energy difference upon affecting this transformation in all types of calculations and energies in the cases of the


T(MP)
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Figure 2.5 Natural and un-natural nucleosides. (Top) the predominant form occurring in nature, that is, 2'-deoxythymidine ( dT ) and uridine ( U ) occurring in DNA and RNA respectively. (Bottom) The minor forms, i.e., thymidine (T) and 2'-deoxyuridine (dU) which are not normally incorporated in RNA and DNA, respectively. The sugar exchange (or swapping) is written as "chemical reactions" in equations 2.4 and 2.5. Also see text and Table 2.6. (The star (*) denotes the anomeric center ( $\mathrm{C} 1^{\prime}$ ) of the sugar.)
nucleosides(the first two rows in Table 2.6). Thus, for the nucleosides, all differences in the Table (whether of uncorrected total energy differences, ZPE-corrected energy differences, or Gibbs energy differences are below chemical accuracy) suggest essentially equal stability of the "correct" and "wrong" nucleosides. Thus, there is no clear thermodynamic advantage of attaching one base on one particular sugar, whether in the $\alpha$ - or in the $\beta$-configurations, in the vacuum or solution phase.

Next, the effect of attaching a phosphate group at position $5^{\prime}$ on the relative stabilities of the canonical and non-canonical nucleotides is explored. As mentioned above, we have two distinct step-wise additions of the three components of the nucleotides as illustrated in Figure 2.2. The energies of the "sugar exchange reactions" for both pathways can be found in Table 2.6. From the

Table 2.6 Differences between the energies of the canonical (predominant) nucleosides and their minor counterparts (Figure 2.5) in vacuum and in aqueous environment (energies of the canonical form minus that of the minor form). Included differences are between: The total energies without $(\Delta E)$ and with zero-point vibrational correction (ZPE) $\left(\Delta E_{(\mathrm{ZPE})}\right)$, and Gibbs energies $\Delta G^{\circ}$. All energies are in $\mathrm{kcal} / \mathrm{mol}$ and are obtained from DFT (B3LYP/6-31G( $d, p$ )) calculations. The sugar exchange (or swapping) is written as "chemical reactions" in equations 2.4 and 2.5. The Integral Equation Formalism of the Polarizable Continuum Model (IEFPCM) solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.

| Compared systems $^{(1)}$ | vac. | solv. |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E$ | $\Delta E_{(\text {ZPE })}$ | $\Delta G^{\mathrm{o}}$ |  | $\Delta E$ | $\Delta E_{(\text {ZPE })}$ | $\Delta G^{\mathrm{o}}$ |
| $\Delta X(\beta \mathrm{dT}+\beta \mathrm{U}-\beta \mathrm{T}-\beta \mathrm{dU})$ | -0.0 | -0.0 | -0.0 |  | 0.3 | 0.1 | -0.3 |
| $\Delta X(\alpha \mathrm{dT}+\alpha \mathrm{U}-\alpha \mathrm{T}-\alpha \mathrm{dU})$ | 0.4 | 0.4 | 0.4 |  | 0.5 | 0.0 | -0.8 |
| $\Delta X_{\mathrm{a}+\mathrm{b}}(\beta \mathrm{dTMP}+\beta \mathrm{UMP}-\beta$ TMP- $\beta \mathrm{dUMP})$ | -9.3 | -9.5 | -10.0 |  | 0.01 | 0.5 | 0.4 |
| $\Delta X_{\mathrm{a}+\mathrm{b}}(\alpha \mathrm{dTMP}+\alpha \mathrm{UMP}-\alpha$ TMP $\alpha \mathrm{dUMP})$ | 0.1 | 0.1 | 0.1 |  | 0.3 | -0.2 | -1.2 |
| $\Delta X_{\mathrm{c}+\mathrm{d}}(\beta \mathrm{dTMP}+\beta \mathrm{UMP}-\beta$ TMP $-\beta \mathrm{dUMP})$ | 0.3 | 1.7 | 3.9 |  | -3.9 | -3.5 | -1.7 |
| $\Delta X_{\mathrm{c}+\mathrm{d}}(\alpha \mathrm{dTMP}+\alpha \mathrm{UMP}-\alpha$ TMP- $\alpha \mathrm{dUMP})$ | 0.0 | 0.0 | -0.1 |  | -0.5 | -0.2 | -0.1 |

${ }^{(1)} \Delta X=\Delta E, \Delta E_{(\mathrm{ZPE})}, \Delta G^{0}$.
listed entries in this Table, the most remarkable one is that of the exchange of the sugar in the $\beta$ forms in vacuum (or non-polar medium), clearly favouring the canonical form by up to $10 \mathrm{kcal} / \mathrm{mol}$ along the $(a+b)$ pathway (adding the base first then the phosphate). This again reinforces our suggestion that the classical pathway is favoured and the thermodynamic advantage of the $\beta$ anomeric form existing in contemporary nucleic acids. This advantage of the $10 \mathrm{kcal} / \mathrm{mol}$ of the "correct" over the "wrong" pairing of base with sugar is reduced to noise below chemical accuracy in aqueous solution.

The alternative pathway $(\mathrm{c}+\mathrm{d})$ (phosphate first then base) leads to a reversal of the energetic advantage of the $\beta$-forms in vacuum in favor of minor form by $\approx 4 \mathrm{kcal} / \mathrm{mol}$ in terms of $\boldsymbol{\Delta} \boldsymbol{G}^{\circ}$. In aqueous solution, the $(\mathrm{c}+\mathrm{d})$ pathway slightly favors the canonical forms by $\boldsymbol{\Delta} \boldsymbol{G}^{\circ} \approx 2$ $\mathrm{kcal} / \mathrm{mol}$. See Table 2.6.

From these considerations it may be inferred that only when the phosphate is among the "reactants" there exists an advantage of the canonical forms: $(i)$ by $\approx 14 \mathrm{kcal} / \mathrm{mol}$ given the order of addition is base first then phosphate in a non-polar medium, or (ii) by $\approx 2 \mathrm{kcal} / \mathrm{mol}$ in aqueous environment for the reverse order of addition, that is, phosphate first.

### 2.4 Conclusions

The calculations suggest a slight thermodynamic advantage ( $-20 \mathrm{kcal} / \mathrm{mol} \leq \Delta E_{\beta \alpha}<-4$ $\mathrm{kcal} / \mathrm{mol}$ ) that favors the selection of the $\beta$-over the $\alpha$-anomers. This is aligned with the concept of an evolutionary "energetic" selection of the fittest. Calculations accounting for implicit solvation in aqueous medium renders either pathways $(a+b)$ or $(c+d)$ thermodynamically unfavorable (Figures 2.3 and 2.4). This last observation is consistent with the well-known "water problem".

The present work suggests an order of combination of the three nucleotide components: The condensation of the base with the sugar is first followed by the condensation of the phosphate at the 5 ', second. That is, the "classical pathway" emerges as the natural choice for the sequential addition of these components of nucleotides. As mentioned already, the addition of the two first reactants changes the geometries sufficiently to result in different geometries (and energies) when the third reactant is then added as the last condensation.

The final question addressed in this work is whether Nature's choice of incorporating $U$ in RNA and T in DNA is consistent with a thermodynamic explanation. The results suggest an affirmative answer. Indeed, a comparison of the canonical $v s$. the non-canonical nucleotides of these two bases, (i) reinforces the conclusion that the classical pathway is favored, and (ii) indicates an advantage of the canonical pairs compared to the no-canonical pairs when gauged by the "sugar exchange reactions". Furthermore, this thermodynamic advantage exists only for the $\beta$-anomers ( $10 \mathrm{kcal} / \mathrm{mol}$ ) and vanishes in the case of the $\alpha$-anomers.

Thermodynamics have been invoked as a driver behind the syntax of the genetic code as seen today [6,5]. Three decades ago, an editorial in Nature had the intriguing title "[i]s Darwinism a thermodynamic necessity?" [72]. That editorial highlights a paper by Torres in which Darwinian "fitness" has been formulated in thermodynamic terms [73]. Torres addresses the logical fallacy of circulus in probando (circle in proving, commonly known as circular reasoning) of the concept of survival of the fittest [73]. The fallacy is
centered on that fittest is, by definition, the ability to be a survivor. These earlier works provide the context of the present one underscoring thermodynamics' role in driving the natural selection of today's canonical nucleotides.

This research addresses the question of why Nature selected the building blocks of nucleic acids as we know them today? The answer is sought in thermodynamic terms, with the underlying hypothesis that free energies are a factor that may have driven particular evolutionary choices. Other factors may have contributed at a particular selection of a molecular form. Such factors may include, for example, kinetics, catalysis including self-catalysis, interaction with light, etc. Our purpose here is much more modest and restricted as the questions addressed suggest.

Other factors that were not considered in this work is the effect of the inclusion of ions as well as of explicit solvation on the energy ordering. For now, the question this paper is addressing is, again, more modest and, that is, in the absence of these additional and relevant factors, what is the energy ordering of the nucleotides in their isolated forms with and without continuum solvation?
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## Appendices

Ball-and-stick representations of the optimized geometries (B3LYP/6-31G $(d, p)$ ), in vacuum and in solvent (IEFPCM continuum solvation model), along with the Gibbs energies of the elementary transformations considered in this work.

$\alpha-r$ (47.3\%)
$\beta-r(21.3 \%)$


A. 1 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-2'-deoxy (d) and (r)ibose in vacuum. (Top) D-2'-deoxyribose (dr). (Bottom) Dribose (r). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.1. (X\%) represents the relative population in \% for each conformer obtained at the PM7 level.


A. 2 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ and $\alpha-2^{\prime}-$ deoxy (d) and (r)ibose obtained using the IEFPCM model for the aqueous solvation. (Top) D-2'-deoxyribose (dr). (Bottom) D-ribose (r). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.1. (X\%) represents the relative population in \% for each conformer obtained at the PM7 level.

$\beta$-drMP

$\alpha$-rMP

$\beta$-rMP

A. 3 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ and $\alpha$ - 5'-monophosphate(MP) sugar in vacuum. (Top) D-2'-deoxyribose-5'-monophosphate (drMP). (Bottom) D-ribose-5'-monophosphate (rMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.1.


A. 4 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ and $\alpha$ - 5 '-monophosphate(MP) sugar obtained using the IEFPCM model for the aqueous solvation. (Top) D-2'-deoxyribose-5'-monophosphate (drMP). (Bottom) D-ribose-5'monophosphate (rMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/631G(d,p). See text and Table 2.1.

A. 5 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ and $\alpha$-nucleosides of Adenine (A) in vacuum. (Top) 2'-deoxyAdenosine (dA). (Bottom) Adenosine (A). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.



A. 6 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ and $\alpha$-nucleosides of guanine (G) in vacuum. (Top) 2'-deoxyguanosine (dG). (Bottom) Guanosine (G). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G( $d, p$ ). See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 7 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ and $\alpha$-nucleosides of citosine (C) in vacuum. (Top) 2'-deoxycytidine (dC). (Bottom) Cytidine (C). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha-d T$ (anti)


$\alpha$-dT (syn)



$\beta-\mathrm{T}$ (syn)

A. 8 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ and $\alpha$-nucleosides of thymine (T) in vacuum. (Top) 2'-deoxythymidine (dT). (Bottom) Thymidine (T). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha-d U$ (anti)


 $\alpha-C$ (syn)

$\beta-\mathrm{U}$ (syn)


A. 9 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ and $\alpha$-nucleosides of uracil (U) in vacuum. (Top) 2'-deoxyuridine (dG). (Bottom) Uridine (U). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 10 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleosides of Adenine (A) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxyadenosine (dA). (Bottom) Adenosine (A). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 11 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleosides of guanine (G) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxyguanosine (dG). (Bottom) Guanosine (G). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 12 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleosides of cytosine (C) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxycytidine (dC). (Bottom) Cytidine (C). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 13 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleosides of thymine (T) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxythymidine (dT). (Bottom) Thymidine (T). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 14 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleosides of uracil (U) using the IEFPCM model for the water effect. (Top) 2'deoxyuridine (dU). (Bottom) Uridine (U). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the Gibbs energy of the $\beta$-form minus the Gibbs energy of the $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.2. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 15 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of Adenine (A) in vacuum obtained for the classic pathway (pathway (a+b), Figure 2.2). (Top) 2'-deoxyadenosine-5'-monophosphate (dAMP). (Bottom) Adenosine-5'-monophosphate (AMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/631G(d,p). See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.



$\alpha-G M P$ (anti)


A. 16 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of guanine (G) in vacuum obtained for the classic pathway (pathway (a+b), Figure 2.2). (Top) 2'-deoxyguanosine-5'-monophosphate (dGMP). (Bottom) Guanosine-5'-monophosphate (GMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6$31 \mathrm{G}(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 17 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of cytosine (C) in vacuum obtained for the classic pathway (pathway (a+b), Figure 2.2). (Top) 2'-deoxycytidine-5'-monophosphate (dCMP). (Bottom) Cytidine-$5^{\prime}$-monophosphate (CMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha-d T M P$ (anti)


$\alpha$-TMP (syn)



A. 18 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of thymine (T) in vacuum obtained for the classic pathway (pathway (a+b), Figure 2.2). (Top) 2'-deoxythymidine-5'-monophosphate (dTMP). (Bottom) Thymidine-5'-monophosphate (TMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/631G( $d, p$ ). See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha$-dUMP (anti)

$\alpha-U M P$ (syn)


(B)
A. 19 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of uracil ( U ) in vacuum obtained for the classic pathway (pathway (a+b), Figure 2.2). (Top) 2'-deoxyuridine-5'-monophosphate (dUMP). (Bottom) Uridine-$5^{\prime}$-monophosphate (UMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha$-dAMP (anti)



$\alpha-A M P$ (syn)




A. 20 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of Adenine (A) for the classic pathway (pathway (a+b), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxyadenosine-5'monophosphate (dAMP). (Bottom) Adenosine-5'-monophosphate (AMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 21 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of guanine ( G ) for the classic pathway (pathway (a+b), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxyguanosine-5'monophosphate (dGMP). (Bottom) Guanosine-5'-monophosphate (GMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha-d C M P$ (anti)


$\beta$-dCMP (anti)




$\alpha-C M P$ (syn)

$\beta$-CMP (anti)

A.22 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of cytosine (C) for the classic pathway (pathway (a+b), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxycytidine-5'monophosphate (dCMP). (Bottom) Cytidine-5'-monophosphate (CMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.



A. 23 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of thymine (T) for the classic pathway (pathway (a+b), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxythymidine-5'monophosphate (dTMP). (Bottom) Thymidine-5'-monophosphate (TMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha$-dUMP (anti)

$\alpha-$ UMP (anti)

$\beta$-UMP (anti)


A. 24 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of uracil ( U ) for the classic pathway (pathway ( $\mathrm{a}+\mathrm{b}$ ), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxyuridine-5'monophosphate (dUMP). (Bottom) Uridine-5'-monophosphate (UMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.3. The atoms involved in the torsion angle rotated in the PES are in bold.

$\beta$-dAMP (anti)


$\alpha$-AMP (anti)


A. 25 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of Adenine (A) in vacuum for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2). (Top ) 2'-deoxyadenosine-5'-monophosphate (dAMP). (Bottom) Adenosine-5'monophosphate (AMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 26 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of guanine ( G ) in vacuum for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2). (Top) 2'-deoxyguanosine-5'-monophosphate (dGMP). (Bottom) Guanosine-5'monophosphate (GMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.

A.27 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of cytosine (C) in vacuum for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2). (Top) 2'-deoxycytidine-5'-monophosphate (dCMP). (Bottom) Cytidine-5'monophosphate (CMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G( $d, p$ ). See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 28 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of thymine ( T ) in vacuum for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2). (Top) 2'-deoxythymidine-5'-monophosphate (dTMP). (Bottom) Thymidine-5'monophosphate (TMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.

## $\alpha-d U M P$ (syn)

## $\beta$-dUMP (anti)






A. 29 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of uracil ( U ) in vacuum for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2). (Top) 2'-deoxyuridine-5'-monophosphate (dUMP). (Bottom) Uridine-5'monophosphate (UMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 30 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of Adenine (A) for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxyadenosine-5'-monophosphate (dAMP). (Bottom) Adenosine-5'-monophosphate (AMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha-d G M P$ (anti)


$\beta$-GMP (syn)


A. 31 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of guanine (G) for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) $2^{2}$ -deoxyguanosine-5'-monophosphate (dGMP). (Bottom) Guanosine-5'-monophosphate (GMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha-d C M P$ (anti)

$\beta$-dCMP (anti)

A. 32 Display of the optimized geometries with bond lengths (in ångströms ( $\AA$ )) for the studied $\beta$ - and $\alpha$-nucleotides of cytosine (C) for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxycytidine-5'-monophosphate (dCMP). (Bottom) Cytidine-5'-monophosphate (CMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.

A. 33 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of thymine (T) for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) $2^{\prime}-$ deoxythymidine-5'-monophosphate (dTMP). (Bottom) Thymidine-5'-monophosphate (TMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.
$\alpha$-dUMP (anti)

$\beta$-dUMP (anti)




$\beta$-UMP (anti)


A. 34 Display of the optimized geometries with bond lengths (in ångströms $(\AA)$ ) for the studied $\beta$ - and $\alpha$-nucleotides of uracil ( U ) for the alternative pathway (pathway ( $\mathrm{c}+\mathrm{d}$ ), Figure 2.2) obtained using the IEFPCM model for the aqueous solvation. (Top) 2'-deoxyuridine-5'monophosphate (dUMP). (Bottom) Uridine-5'-monophosphate (UMP). The energy quoted in $\mathrm{kcal} / \mathrm{mol}$ is the total energy of the $\beta$-form minus the total energy of $\alpha$-form (equation 2.1) obtained at the DFT-B3LYP/6-31G $(d, p)$. See text and Table 2.4. The atoms involved in the torsion angle rotated in the PES are in bold.

## Chapter 3

# Thermodynamic basis for the emergence of the protonucleosides: a computational assessment ${ }^{4,5,6}$ 

"Knowing "why" (an idea) is more important than learning "what" (the fact)"<br>James D. Watson, 2009<br>"Avoid Boring People: Lessons from a Life in Science", p.34, Vintage


#### Abstract

This chapter explores the thermodynamic plausibility for the prebiotic formation of $\beta$ anomers of the nucleosides over their $\alpha$-counterparts through a simple condensation reaction between its components in vacuum and implicit solvation. Different, trifunctional connectors, sugar ring conformations and recognition units are considered. For the most part it has been found that there is not a definitive thermodynamic preference for one anomer over the other. Since the "classic" synthesis of nucleosides containing glycerol or N-(2-AminoEthyl)-Glycine (AEG) is thermodynamically favored it is also proposed that these nucleosides may have been part of an ancestral nucleic acid that may have preceded today's DNA and RNA. Finally, the correct 2'deoxythymidine and uridine are favored over the 2 '-deoxyuridine and thymidine (usually not found in nature) for nucleosides with a 6-Member Ring (6-MR) 2'-deoxyribopyranose or ribopyranose.


[^1]
### 3.1 Introduction

The question on how the building blocks of today's nucleic acids emerged in the early earth billions of years ago still remains one of the most intriguing enigmas for the prebiotic chemists.

A widely accepted theory for the origins of life considers that RNA was the first biopolymer to emerge. This theory is known as the "RNA world" hypothesis and proposes that RNA came first because this biomolecule has simultaneously catalytic activity ribosomal RNA (rRNA) and can store the genetic information messenger RNA (mRNA) [1, 2, 3].

Initial attempts on synthetizing nucleosides by Orgel and coworkers [4] following a simpler "classic model" soon showed that the formation of N -glycosidic bonds between the canonical nitrogenous bases (generically named in the literature as Recognition Units or RUs [5]) and ribose (a Trifunctional Connector or TC [5]) through a condensation reaction in dehydrated conditions is rather thermodynamically unfavored in aqueous solution. Orgel attempted to glycosylate ribose with adenine, guanine, inosine and xanthine heating the reaction at $100^{\circ} \mathrm{C}$ with and without the presence of catalysts but only obtained the a mixture of the $\beta$ - and $\alpha$-ribofuranosyl adenosine in $\sim$ $2-10 \%$ of yield. Guanosine was not obtained due to the low solubility of guanine in water. Similar unsuccessful attempts to glycosylate uracil and cytosine with ribose were also reported [4].

The inability of canonical bases to create nucleosides with ribose in aqueous solution has been referred as "the nucleoside problem" (a special case of "the water problem") $[6,7,5,8]$.

Hence the classic model for the prebiotic synthesis of nucleosides imply many challenges for the chemists, alternative models have emerged in an attempt to explain how these building blocks were selected by nature, synthesized and assembled in today's nucleic acids. Some of these models include the "ribose centric model" [5] and the "polymer fusion model" [9].

On the other hand, maybe the first nucleic acids had different TCs, RUs and Ionized Linkers (ILs) for their building blocks than today's ribose, the five canonical nucleobases and the phosphate group. This hypothesis has proposed that the contemporaneous nucleic acids emerged as a product of evolutionary selection from a proto- and pre-RNAs in which non-canonical (alternative) TCs and RUs glycosylated and assembled easier in prebiotic conditions [5]. Then through evolutionary changes these components became what is today $\beta$-ribofuranose, Adenine (A), Guanine (G), Cytosine (C), Thymine (T) and Uracil (U) and phosphate [10].

Kolb and Miller (KM) [11] reported prebiotic synthesis of nucleosides containing a noncanonical base (urazole or 1, 2, 4-triazolidine-3,5-dione) and ribose. KM obtained a mixture of $\alpha$ and $\beta$-configurations of the urazole nucleosides with the ribose in the F - and P -forms. The $\beta$-anomer with ribose in the pyranose form was predominant with a $53 \%$ yield.

Following this idea Cafferty and coworkers [12] explored a library of 91 RUs that included the 5 canonical A, G, C, T, U for the prebiotic plausibility based on 5 criteria:

1. Can create complementary base pairing with at least two hydrogen bonds and $\pi$ stacking interactions in water.
2. It is chemically photo-stable.
3. Can glycosylate with ribose in aqueous environment.
4. Could be synthesized in prebiotic conditions.
5. Is a good UV-chromophore.

Three non-canonical nucleobases: the triazine Melamine (MM) and the pyrimidines 2,4,6TriAminoPyrimidine (TAP) and Barbituric Acid (BA) fulfilled all 5 criteria.

These 3 bases and the triazine Cyanuric Acid (CA) can create hexads (linear $\pi$ stacking assemblies in the form of 6 sided polygon) in aqueous solution [13, 14, 15, 16, 17, 18]

Numerous studies have showed the ability of these RUs to overcome the "glycoside problem" by creating N - and C -glycosides with ribose, e.g., a mixture of $\beta-\mathrm{N}-, \alpha-\mathrm{N}-, \beta-\mathrm{C}$ and $\alpha-\mathrm{C}-$ nucleosides between TAP-ribofuranose and TAP-ribopyranose with a yield of $\sim 33-55 \%$ can be obtained when heating the reactants for 24 h at $35^{\circ} \mathrm{C}$. The $\beta$-C-ribofuranose nucleoside was predominant by achieving a $20 \%$ yield [19].

Now let's address the question on whether ribose was present or not in the first protonucleic acids.

The most accepted synthetic method for obtaining ribose in prebiotic conditions is the "formose reaction". This reaction was first proposed by Butlerow [20] and includes the polymerization of formaldehyde $\left(\mathrm{H}_{2} \mathrm{CO}\right)$ to obtain sugars. This method presents a major challenge: "the asphalt problem" in which the simpler sugars can polymerize (create asphalts) through a series of competitive enolizations and aldol additions between the carbonyl groups. As a result ribose is minor product with only $\sim 2 \%$ of yield. Additionally, ribofuranose with a 5-Member Ring (5-MR) is the least of the products from the mutarotation of ribose with a yield around $\sim 13 \%$ for the $\beta$ - and $\sim 7 \%$ for the $\alpha$-anomer [21,22].

In order to overcome the different challenges associated with considering ribose as the TC present in the first nucleic acids an alternative solution can be to consider that the first TCs were different from today's ribofuranose.

The nucleic acids with a TC different from ribose are named as "Xeno-Nucleic Acids" (XNA) and they have been used in Biotechnology in different applications, e.g., as biomarkers for cancer, AIDS and hepatitis [23].

Nucleic acids analogs with a TC-phosphate backbone in which the TC is either a 6-Member Ring (6-MR) sugar, e.g., (p)-RNA) [24, 25], threose (TNAs) [27, 92, 93], glycerol (GNA) [5, 28, 29, 30, 31, 32, 33] and Peptide Nucleic Acids (PNAs) - where the sugar-phosphate is replaced by a peptide backbone $[34,35,36,37,38,39,31]$ have been proposed in the literature as plausible candidates for a proto-nucleic acid.

The question of how evolution selected phosphate as part of today's nucleic acids has also faced numerous roadblocks. These include the thermodynamic instability of phosphodiester bonds in aqueous solution as part of the "water problem" [40], the chemical inertness of minerals containing phosphorus $(\mathrm{P})$ and the poor regioselectivity of the phosphorylation of ribose [41]. In the search for an alternative solution arsenic (As) has been proposed in the literature as a viable candidate [42] based on its similar chemical nature to P and a report by Wolfe-Simon et al. that reported a cyanobacteria that can metabolize As to multiply [43]. But a question remains: why and how Nature replaced As which is toxic for humans by P?

We may now turn to another fundamental question related to the chemical nature of today's nucleic acids. The building blocks of contemporaneous DNA and RNA contain a $\beta$ - instead of an $\alpha$-configuration at the anomeric C 1 ' position of the sugar D-ribofuranose (Figure 3.1). But why not $\alpha$ ?

Numerous experimental reports have suggested that $\alpha$-strands of DNA can create Watson $\&$ Crick (WC) complementary $\alpha-\alpha$ and $\alpha-\beta$ double stranded polynucleotides [111, 14, 12, 15, 16].

It is well known that 6-MR sugars (hexopyranoses), e.g. galactopyranose, glucopyranose, adopt two preferential axial $\mathrm{A}_{1}$ or ${ }^{1} \mathrm{C}_{4}$ and equatorial $\mathrm{E}_{1}$ or ${ }^{4} \mathrm{C}_{1}$ chair conformations in equilibrium for their respective $\beta$ - and $\alpha$-anomers (Figure 3.2a). The displacement of this equilibrium depends on the contribution of different stereoelectronic factors (see Chapter \#1 in [50]) and [51, 52, 53]. Following the same principle, Thibaudeau and coworkers (see Chapter \#2 of [50] and [54, 55])



Figure 3.1 Orientation of the nucleobase at the C 1 ' of the furanose with respect to the hydroxymethyl group at the C 4 for the (left): $\beta$ - and (right): $\alpha$-anomers of the canonical ribonucleosides. The substituent R can be either H in 2 '-deoxynucleosides (in DNA) or OH in ribonucleosides (in RNA) (taken from [44] and reprinted with permission of RSC Advances).
proposed that the conformational changes of the 5-MR ribofuranose is an important factor to take into account when analyzing the stability of the $\beta$ - and $\alpha$-anomers of the building blocks of nucleic acids (Figure 3.2b).

The furanose ring has different conformers that can be described by the generalized puckering parameters or puckering coordinates, of sugar rings (changes in the endocyclic torsion angles of the furanose/pyranose ring) proposed by Cremer and Pople (CP) in 1975 [56].

A recent publication by Castanedo et al 2022 [57] explored the role of thermodynamics as a driver of evolutionary selection for the chemical structure of today's nucleic acids in implicit solvation models and vacuum-gas phase using computational modeling.

This paper estimated the energetic difference between the $\beta$ - and the $\alpha$-anomers of D ribofuranose, D-2'-deoxyribofuranose, corresponding sugar monophosphates, nucleosides and nucleotides and the thermodynamic changes for a sugar exchange reaction between U and T in the corresponding nucleosides/nucleotides in the two configurations $(\alpha, \beta)$ in an attempt to explain if thermodynamic may have guided the natural selection of T for DNA and U for RNA.

Additionally, this paper also estimated the thermodynamic feasibility for the synthesis of the five canonical nucleotides through a classic and alternative pathway in which the order of the reactants was changed.

The results presented in this publication suggested no (or marginal, at best) energetic difference beyond the intrinsic error of the computational methods between the anomers of the



$\beta-{ }^{1} C_{4}$ (axial)
$\beta-{ }^{4} C_{1}$ (equatorial)
a)


Figure 3.2 a) Equilibrium between the $\mathrm{E}_{1}\left({ }^{4} \mathrm{C}_{1}\right)$ and $\mathrm{A}_{1}\left({ }^{1} \mathrm{C}_{4}\right)$ conformations for a nucleoside with a 6-MR sugar (see pp. 8-20 in [50] and [54, 55]), b) equilibrium between the ${ }^{3} T_{2}\left(2^{\prime}-\right.$ exo-3'-endo) and ${ }^{2} \mathrm{~T}_{3}$ (2'-endo-3'-exo) conformations for a nucleoside with a $5-\mathrm{MR}$ sugar ( $\mathrm{R}_{1}$ : H for 2 dRibf and Tho, OH for Ribf. $\mathrm{R}_{2}$ : H for 2 dRibf , Ribf and OH for Tho. $\mathrm{R}_{3}: \mathrm{CH}_{2} \mathrm{OH}$ for 2 dRibf and Ribf and H for Tho). (see pp. 22-46 in [50] and [54, 55]) (modified from [54] and reprinted with permission of Elsevier).

D-ribofuranose (r) and D-2'-deoxyribofuranose (dr). A slightly thermodynamic advantage that favors the selection of the $\beta$ - over the $\alpha$-anomers for some nucleosides is estimated. The analysis of the energy changes for the sugar exchange reaction of T and U : $(i)$ reinforces the conclusion that the classical pathway is favoured and (ii) indicates an advantage of the canonical pairs compared to the no-canonical pairs when gauged by the "sugar exchange reactions" for the $\beta$-anomer in vacuum and vanishes in the case of the $\alpha$-anomers. The classic pathway in which two condensation reactions give the nucleotides as product was estimated overall as the preferred artificial synthetic route in vacuum. Non synthesis of nucleotides through either pathway was estimated to be favored in aqueous solution. This result is a validation of the "water problem" using quantum computational chemistry.

This chapter will explore the influence of the sugar ring conformation in the pseudorotational equilibrium and the different anomer-exchange reactions between two preferential conformations for furanose and pyranose rings in their corresponding $\alpha$ - and $\beta$ anomers. For this, the different combinations between canonical and non-canonical TCs and RUs will be considered. The main question to be answered with this study will be the following: does Thibaudeau and coworkers' hypothesis (see Chapter \#1 and \#2 of [50]) apply as well to noncanonical TCs and nucleosides?

Additionally, the following questions will be addressed on the thermodynamic basis using QM and computational modeling:

1) Can thermodynamics explain why the sugar ring of ribose and 2'-deoxyribose chose a 5MR (furanose) instead of a 6-MR (pyranose)?
2) Is the synthesis of canonical and/or non-canonical nucleosides possible following the "classic model"?
3) Is the "water problem" really a problem?
4) Are the canonical bases conformation "syn" and "anti" in nucleic acid biopolymers still predominant in free canonical and non-canonical nucleosides?
5) Is the sugar puckering of canonical and non-canonical nucleosides comparable?
6) Can thermodynamics explain the preference of T in DNA and U in RNA? What would be the preference if the ribose or 2'-deoxyribose had instead of a Furanose form (F-form) a Pyranose form (P-form)?

### 3.2 Computational methods

The chemical structures of all the canonical and non-canonical components (TCs and RUs) and nucleosides from DNA, RNA and TNA were modified from the nucleotides contained in the pdb 1BNA [58]. For the case of pyranosyl-RNA $\{(p)$-RNA $\}$ and pyranosyl-DNA $\{(p)$-DNA $\}$ building blocks and components the sequence provided by Dr. Froeyen, M [111] was used and for the aegPNA the pdb 1PNN [59] was modified accordingly. The graphic interfaces UCSF Chimera [60], Hyperchem Release 7.0 [61] and GaussView 5.0 [62]. were used to create the 3D structures.

All possible combinations between each TC with each RU and IL represented in Figure 3.3 were explored.

The keto form of BA is predominant in solid state, meanwhile in aqueous solution BA is predominant in its enol form through a keto-enol equilibrium [63]. Hence we have used in all our modeling calculations the enol form of BA.

Additionally, for the sugars in their furanose and pyranose form each RUs was positioned in the $\beta$ - and $\alpha$-configuration at the anomeric $\mathrm{Cl}^{\prime}$ of the TC.

The sugar ring conformations ${ }^{2} \mathrm{~T}_{3}$ or $2^{\prime}$-exo- $3^{\prime}$-endo, ${ }^{3} \mathrm{~T}_{2}$ or $2^{\prime}$-endo- $3^{\prime}$-exo and $\mathrm{E}_{1}\left({ }^{4} \mathrm{C}_{1}\right), \mathrm{A}_{1}$ $\left({ }^{1} \mathrm{C}_{4}\right)$ were considered for the $5-\mathrm{MR}$ (threofuranose, $2^{\prime}$-deoxyribofuranose, ribofuranose) and 6-MR sugars (2'-deoxyribopyranose and ribopyranose), respectively since accordingly to Thibaudeau and coworkers (see Chapter \#2 of [50] and [54,55]) is an important factor to include in the modeling. Hence, in order to preserve these conformations the coordinates of the carbon atoms and the hemiacetalic oxygen in the furanose and pyranose rings were kept frozen during the PM7 and DFT calculations while relaxing the rest of the atoms coordinates.

Each of the TCs (considering each of the $\beta$ - and $\alpha$-anomer and the different sugar ring conformations) and RUs with rotatable bonds (see red arrows in Figure 3.3) were subjected to a potential energy scan (PES) by reading their $Z$-matrices in the programme GRANADAROT [64, 65, 66]. This algorithm was used to generate for each of the component 1000 different confomers by randomly changing each rotatable bond.

The number of conformers represent a balance between good sampling of the conformational space and computational time.

Each of the initial $(29,000=\{6000$ for RUs $\}+\{23000$ for TCs $\})$ randomly generated conformers were optimized with at the semiempirical Parametric Method 7 (PM7) (Parametric


Figure 3.3 Canonical and non-canonical recognition units (RUs) and Trifunctional Connectors (TCs) considered in the modeling of the nucleosides. A: adenine, G: guanine, C: cytosine, T: thymine, U: uracil, TAP: 2, 4, 6 - triaminopyrimidine, BA: barbituric acid in enol form, MM: melamine, CA: cyanuric acid, D-2dRibf: D-2'-
deoxyRibofuranose ( $\beta$-anomer present in DNA), D-Ribf: D-Ribofuranose ( $\beta$ anomer present in RNA), D-Tho: D-Threose (L-enantiomer is present in TNA), D2dRib: D-2'-deoxyRibopyranose (present in p-DNA), D-Rib: D-Ribopyranose (present in pRNA), Glycerol and glyceric acid (present in GNA) and AEG: N-(2-AminoEthyl)-Glycine (present in PNA). …: Bonds been broken during the condensation reactions. $\longrightarrow$ : Rotatable bonds changed during modeling of the potential energy surface at the semiempirical PM7. The R group is H for the RUs in non-PNAs nucleosides and acetyl ( $-\mathrm{CH}_{2}-\mathrm{COOH}$ ) for acetyl derivatives of Rus in the PNAs nucleosides. The blue and green C and N represent reactive centers in the condensation reaction. Notice that in the case of TAP and BA they can either create N - or $\mathrm{C}^{5}$-nucleosides.

Method 7) [67] level of QM through a gradient minimization of energy until convergence using the Molecular Orbital PACkage (MOPAC) 2016 package [67]. This semiempirical method includes empirical corrections for dispersive and hydrogen bonding interactions which are crucial in the modeling of biological molecules subject to our interest.

The geometry optimization at the PM7 level were conducted through the minimization of the energy gradient until a value $\sim 0.0 \mathrm{kcal} / \mathrm{mol} / \AA$ were the forces on the nuclei were negligible and the calculation was performed in vacuum and using the COnductor-like Screening MOdel (COSMO) solvation model [68, 69] that considers continuum implicit hydration effects.

Some of the 1000 optimized structures in the different sets converged to the same final geometry. For each set of final $n$ unique optimized geometries the final $n^{\prime}$ conformers that collectively contribute at least $50 \%$ to the partition function $Z$ were kept for refinement at a more accurate QM level and the rest of the conformers with minor contributions were discarded.

For each TC, RU and acetylated RU with rotatable bonds in vacuum and solvation the numbers $n, n^{\prime}$ and their contribution to $Z$ are summarized in A1-A2 (in the Appendices section).

The resultant $n^{\prime}$ confomers were subjected to a fully-relaxed geometry optimization using the B3LYP DFT functional $[70,71,72,73]$ with the $6-311++(\mathrm{d}, \mathrm{p})$ basis set [74], as implemented in the Gaussian 16 package [75].

The B3LYP functional has been widely used for the computational modeling of the building blocks of nucleic acids [76, 77, 78].

The DFT-B3LYP/6-311++G $(d, p)$ level of theory has been chosen for this study as a reasonable compromise of accuracy and speed/feasibility and also as a way to reduce the over estimation of energies due the Basis Set Superposition Error (BSSE). The error bars for a similar level of theory, namely, DFT-B3LYP/6-31+G( $d, p$ ) have been benchmarked by Zhao and Truhlar (ZT) to be around $15.0 \mathrm{~kJ} / \mathrm{mol}(3.6 \mathrm{kcal} / \mathrm{mol})$ [79]. ZT obtained this estimate by comparing the calculated and experimental thermodynamic data for 177 main-group compounds) [79]. On another study by ZT [80] it was reported an average mean unassigned error of $13.8 \mathrm{~kJ} / \mathrm{mol}(3.29 \mathrm{kcal} / \mathrm{mol})$ for the estimation of the interaction energies from the same B3LYP/6-31+G $(d, p)$ for 22 hydrogen-bonded complexes. Finally, Rao and coworkers [81] evaluated 11 DFT functionals in the accuracy of the estimation of hydrogen bonding energies and relative energies of a conformational scan for 14 systems of biological interest that included the amino acids glycine, proline, and serine. In this study it was estimated that the DFT-B3LYP/6-31++G $(2 d, 2 p)$ was the most accurate for predicting conformational energies and the mean absolute deviation of the predicted binding energies for this method was $6.1 \mathrm{~kJ} / \mathrm{mol}(1.5 \mathrm{kcal} / \mathrm{mol})$. On that basis, we may take the intrinsic uncertainty of the method used in this work to be around $\approx 8-17 \mathrm{~kJ} / \mathrm{mol}(2-4 \mathrm{kcal} / \mathrm{mol})$.

In total 506 nucleosides are designed. The total number of nucleosides included 440 nucleosides with a sugar as TC $\{(11$ RUs) x 2 environments (vacuum and implicit solvation) x 20 sugar ring conformations (12 [6 anomers ( $\beta$ and $\alpha$ ]) for the 5-MR and 8 [4 anomers ( $\beta$ and $\alpha$ ] for the $6-\mathrm{MR}$ sugars respectively $)\}$ and 66 nucleosides with a non-sugar TC $\{(11$ RUs $) \mathrm{x} 2$ environments $\mathrm{x}(3 \mathrm{TCs})\}$.

For consistency, the C - and N -glycosidic bond between each canonical and noncanonical RUs and TCs, was initially set to $1.52 \AA$ while the dihedral angle that contains the glycosidic bond was set initially to $-179.5^{\circ}$. Each of the 506 nucleoside structures was then subjected to a fully relaxed scan around this dihedral from $0-360^{\circ}$ in 6 steps of $60^{\circ}$. The lowest energy structure (minimum of PES) from each scan was refined by subjecting it to a final fully unconstrained optimization to obtain the final structure of the nucleosides
in vacuum and in solvent. A harmonic frequency calculation was performed as usual to ensure that the final structures are indeed minima on the PES.

The thermodynamics of the pseudorotational equilibrium of the TCs with 5-MR and 6-MR and their corresponding nucleosides was analyzed by estimating the corresponding $\Delta G^{\circ}$ for the equilibriums 1 and 3 of Figure 3.2. Additionally, all possible anomeric exchange reactions in the same figure were analyzed. The $\Delta G^{\circ}$ for each conversion step in Figure 3.2 was calculated as follows:

$$
\begin{align*}
& \Delta X_{1}=X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right)-X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right) \text { or } X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right)-X\left(\alpha-\mathrm{T}_{2}\right)  \tag{3.1}\\
& \Delta X_{2}=X\left(\beta-{ }^{4} \mathrm{C}_{1}\right)-X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right) \text { or } X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right)-X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right)  \tag{3.2}\\
& \Delta X_{3}=X\left(\beta-{ }^{4} \mathrm{C}_{1}\right)-X\left(\beta-{ }^{1} \mathrm{C}_{4}\right) \text { or } X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right)-X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right)  \tag{3.3}\\
& \Delta X_{4}=X\left(\beta-{ }^{1} \mathrm{C}_{4}\right)-X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right) \text { or } X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right)-X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right)  \tag{3.4}\\
& \Delta X_{5}=X\left(\beta-{ }^{4} \mathrm{C}_{1}\right)-X\left(\alpha-\mathrm{C}_{4}\right) \text { or } X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right)-X\left(\alpha-\mathrm{T}_{2}\right)  \tag{3.5}\\
& \Delta X_{6}=X\left(\alpha-\mathrm{C}_{1}\right)-X\left(\beta-\mathrm{C}_{4}\right) \text { or } X\left(\alpha-\mathrm{T}_{3}\right)-X\left(\beta-\mathrm{T}_{2}\right) \tag{3.6}
\end{align*}
$$

The relative position of each nucleobase with respect to the TC was analyzed by estimating the torsion angle around the glycosidic bond $\chi$.

In the case of nucleosides with 5-MR the and 6-MR the final sugar ring conformation or ring puckering after the DFT optimization was analyzed by estimating the Cremer-Pople ( CP ) generalized puckering parameters [56] and using circular statistics for the calculation of the circular mean and standard deviation. These parameters are the phase angle phi ( $\phi_{2}$ ) and the total puckering amplitude $(Q)$ for furanose rings and the phase angles $\{$ phi $(\phi)$ and theta $(\theta)\}$ and the radial $Q$ for pyranoses. An in-house bash-Python script that used the Ring programme [82] was implemented for this task.

The thermodynamic feasibility for the synthesis of the canonical and non-canonical nucleosides following the "classic model" was analyzed by estimating the $\Delta G^{\circ}$ for the condensation reaction of $\mathbf{T C - O H}+\mathbf{H}-\mathrm{RU} \rightarrow$ nucleoside $+\mathrm{H}_{2} \mathrm{O}$ for non-PNA nucleosides and $A E G-H+\mathbf{H O O C}-\mathrm{CH}_{2}-\mathrm{RU} \rightarrow$ nucleoside $+\mathrm{H}_{2} \mathrm{O}$ for the PNA nucleosides.

Aqueous solvation has been accounted for in the DFT calculations using an Integral Equation Formalism variant of the "Polarizable Continuum Model" (IEFPCM) [83, 84, 85, 86, 87, 88] implemented in Gaussian 16 [75], the software package used in all DFT calculations in this work.

If we accept the "water problem" [8] this implies that the complex prebiotic chemistry that produced the first building blocks of ancestral NAs took place in a non-polar or non-aqueous) environment or at least the reactants had controlled exposure to water (see for example Ref. [89] and literature cited therein). Still we decided to analyze the effect of solvent in this study as a surrogate to complete the analysis and use the evaluation of this "water problem" as a validation test for the accuracy of the theoretical calculations.

Every geometry optimization at the DFT level in this work for each of the final TCs, RUs and nucleosides has been followed by a harmonic vibrational analysis finding in all cases no imaginary frequency which demonstrates that the structures are local minima on the PES.

In the next sections the different TCs will be referred to by using the following abbreviations: D-2dRibf: 2'-deoxyribofuranose ( $\beta$-anomer present in DNA), D-Ribf: Dribofuranose ( $\beta$-anomer present in DNA), D-Tho: D-threose (L-enantiomer in TNA), 2dRib: D-2'-deoxyribopyranose (present in p-DNA), Rib: ribopyranose (present in pRNA), Glycerol and glyceric acid (present in GNA) and AEG: N-(2-aminoethyl)-glycine (present in PNA).
${ }^{2} \mathrm{~T}_{3}$ (C2'-endo-C3'-exo) and ${ }^{3} \mathrm{~T}_{2}$ (C2'-exo-C3'-endo) (Figure 3.2b) refer to the two preferential 5-MR puckering conformations of the furanoses 2 dRibf , Ribf, Tho and associated nucleosides, meanwhile ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$ (Figure 3.2a) refer to the two preferential 6-MR conformations of the pyranoses 2 dRib , Rib and corresponding nucleosides. The 2, 4, 6triaminopyrimidine (TAP) and the barbituric acid (BA) can create either N - or C -glycosidic bonds [40, 16], hence in the next sections of this chapter TAP-C ${ }^{5}$ refers to non-canonical nucleosides with a C-glycosylated- and TAP-N refers to the nucleosides with a N -glycosylated-TAP respectively. Similarly for BA; BA-C ${ }^{5}$ refers to the nucleosides with the BA C-glycosylated and BA-N refers to the nucleosides with a TC-N-BA.

### 3.3 Results and discussion

### 3.4.1 Which sugar ring conformation and anomer is more stable in ribose?

The estimation of the thermodynamic differences between the sugar rings of difference size for ribose addresses the question on: why Nature chose the F-form over a P-form for the 2'deoxyribose in DNA and ribose in RNA?

As a first step on finding an answer for this question let's examine previous studies on the comparison of the relative stability of both F- and P-forms.

When $\beta$ - or $\alpha$-ribose is in aqueous solution it can exist not only as the aldopentose open chain but also in its F- and P-form through an equilibrium called "mutarotation" [90]. The major product from the mutarotation of ribose in aqueous solution is the $\beta$-anomer of the pyranose form with $\sim 59 \%$, followed by the $\alpha$-anomer with $\sim 20 \%$. The $\beta$-furanose forms accounts for $\sim 13 \%$ of the mixture, while the $\alpha$-furanose only represents $\sim 7 \%$. In mutarotation both pyranose and furanose rings can interconvert to each other through an equilibrium that goes through the open aldopentose chain which only represents $<1 \%[21,22]$.

Dass and coworkers (Dcw) [91] used ${ }^{13} \mathrm{C}-\mathrm{NMR}$ and statistical mechanics analysis to study the significance of the dependence between the equilibrium of the open chain and cyclic forms of ribose with the temperature gradient. This study simulated which form of ribose is predominant in an environment that simulates the hydrothermal deep vents in terms of temperature and temperature gradient. The deep vents are considered as one of the possible scenarios for the origins of life in the early Earth [92, 93, 94].

Dcw found (see Fig. 2 of [91]) that at room temperature and in water solution the $\beta$ -P-form is predominant (mole fraction $\approx 0.6$ ). The two $\beta$ - and $\alpha$-F-forms were obtained in the least quantities with a molar fraction of $\approx 0.1$. These results suggest that at Normal Pressure and Temperature (NPT) conditions the 6-MR prevails over the 5-MR, mostly in its $\beta$-form and this tendency does not change much when the authors repeated their experiments in a saline solution potentially similar to the Hadean ocean.

Meanwhile, the results of this study seem to suggest that pyranose is favored over furanose a detail examination of Fig. 2 of this paper [91] reveals that beyond $\approx 130{ }^{\circ} \mathrm{C}$ the furanose ring tends to be more favored with a directly proportional increase of a gap
between the $\alpha$ - and $\beta$-anomer, in favor of the first one with respect to the increase of temperature, with a $\beta / \alpha$ ratio of $\approx 2$ at $\approx 130^{\circ} \mathrm{C}$, either in aqueous or aqueous solution. This result suggests that a hot environment like the one probably in the prebiotic Earth could have shifted the mutarotation equilibrium in favor of the $\beta$-furanose form (observed in today's nucleic acids) over the pyranose ring.

On another study Azofra et al. (Acw) [95] modeled in vacuum at the B3LYP/6$311++\mathrm{G}(d, p)$ and M06-2X/6-311++G( $d, p)$ DFT levels of theory the PES of 2'-deoxyribose in its open chain, P - and F -forms by generating thousands of rotamers. Acw also considered the cyclic forms in their $\beta$ - and $\alpha$-configurations. Similarly to the previous referred study by Das et al. [91] these authors also found a preference of the 2'-deoxyribose for its pyranose form having the highest Boltzmann populations in $\%$ at 0 K and 298 K .

Cocinero et al. [96] also found the almost exclusive preference of ribose for its $\beta$-P form. In this paper Cocinero combined experimental and theoretical studies by characterizing the different molecular arrangements of ribose in gas-phase by using rotational Fourier Transform MicroWave (FT-MW) spectroscopy and the DFT MP2/6-311++G( $d, p$ ), B3LYP//6$311++\mathrm{G}(d, p)$, and $\mathrm{M} 06-2 \mathrm{X} / / 6-311++\mathrm{G}(d, p)$ levels of theory.

The differences in free energies between the 5-MR: 2dRibf, Ribf and the 6-MR: 2dRib and Rib ( $\Delta G^{\circ}{ }_{5 \text { MR-6MR }}$ ) are presented in Table 3.1 and Figure 3.4.

All the energies were calculated as:
$\Delta G_{5 \mathrm{MR}-6 \mathrm{MR}}^{\circ}=G_{5 \mathrm{MR}}^{\circ}-G_{6 \mathrm{MR}}^{\circ}$

A glance at the heatmap matrices represented in Figure 3.4 shows that overall the $P$-form is estimated to be more energetically favored $\left(\Delta G^{\circ}>0\right)$ than the $F$-form in either vacuum or continuum solvation.

The higher differences are obtained for the 2 dRibf in vacuum with $G^{\circ}$ ( $\beta$-South or $\beta$-2'endo) - $G^{\circ}\left({ }^{1} \mathrm{C}_{4}-\alpha\right)=22.82 \mathrm{~kJ} / \mathrm{mol}$ and for $G^{\circ}(\beta$-South or $\beta-2$ 'endo $)-G^{\circ}\left({ }^{1} \mathrm{C}_{4}-\beta\right)=20.73 \mathrm{~kJ} / \mathrm{mol}$.

If we average each $\Delta G^{\circ}$ for each column in the heatmaps we obtain the mean $\Delta G^{\circ}$ in $\mathrm{kJ} / \mathrm{mol}$ for each anomeric form of each F-form conformation $\alpha-{ }^{2} \mathrm{~T}_{3}, \beta-{ }^{2} \mathrm{~T}_{3}, \alpha-{ }^{3} \mathrm{~T}_{2}$ and $\beta-{ }^{3} \mathrm{~T}_{2}$. These energies are the following: 2 dRibf in vacuum ( $-1.0,18.6,8.5$ and $16.5 \mathrm{~kJ} / \mathrm{mol}$ ), 2 dRibf in water ( $2.7,11.6$, 9.4 and $9.2 \mathrm{~kJ} / \mathrm{mol}$ ), Ribf in vacuum ( $6.29,9.33,6.25$ and $13.3 \mathrm{~kJ} / \mathrm{mol}$ ) and Ribf in water (3.8, 17.0,

Table 3.1 Differences in $\mathrm{kJ} / \mathrm{mol}$ for the total energies without $(\Delta E)$ and with zero-point vibrational correction (ZPE) ( $\left.\Delta E_{(\mathrm{ZPE})}\right)$, and Gibbs energies $\left(\Delta G^{\circ}\right)$ at NPT conditions between the different furanose and pyranose ring conformations of 2 '-deoxyribose and ribose in vacuum (numbers in black) and in implicit solvation using the IEFPCM model (numbers in dark blue).



Figure 3.4 Changes in the Gibbs energies $\left(\Delta G^{\circ}\right)$ at STP conditions in (kJ/mol). $\Delta \boldsymbol{G}^{\circ}$ was estimated at the DFT-B3LYP/6-311++G $(d, p)$ level of calculation. $\Delta G^{\circ}=G^{\circ}$ (each 5-MR conformation) - $G^{\circ}$ (each 6-MR conformation). The 5-MR conformations are $\alpha-{ }^{2} \mathrm{~T}_{3}, \beta-{ }^{2} \mathrm{~T}_{3}, \alpha-{ }^{3} \mathrm{~T}_{2}$ and $\beta-{ }^{3} \mathrm{~T}_{2}$. The $6-\mathrm{MR}$ conformations are $\alpha-{ }^{1} \mathrm{C}_{4}, \beta-{ }^{1} \mathrm{C}_{4}, \alpha-{ }^{4} \mathrm{C}_{1}$ and $\beta-{ }^{4} \mathrm{C}_{1}$. 2dRib: 2'-deoxyribopyranose, 2dRibf: 2'-deoxyribofuranose, Rib: ribopyranose and Ribf: ribofuranose.
4.1 and $12.2 \mathrm{~kJ} / \mathrm{mol}$ ). The major average differences disfavoring the $5-\mathrm{MR}$ are consistently for the $\beta-{ }^{2} \mathrm{~T}_{3}$.

The mean $\Delta G^{\circ}$ in $\mathrm{kJ} / \mathrm{mol}$ for the corresponding P-form ring conformations $\alpha-{ }^{1} \mathrm{C}_{4}, \beta-{ }^{1} \mathrm{C}_{4}, \alpha$ ${ }^{4} \mathrm{C}_{1}$ and $\beta-{ }^{4} \mathrm{C}_{1}$ are obtained by averaging the $\Delta G^{\circ}$ of each row in the heatmaps: 2dRib in vacuum ( $8.5,12.8,14.9$ and $6.3 \mathrm{~kJ} / \mathrm{mol}$ ), 2 dRib in water ( $9.2,8.6,8.3$ and $6.1 \mathrm{~kJ} / \mathrm{mol}$ ), Rib in vacuum ( 8.5 , $9.5,7.4$ and $10.0 \mathrm{~kJ} / \mathrm{mol}$ ) and finally, Rib in water ( $14.1,11.2,7.9$ and $3.8 \mathrm{~kJ} / \mathrm{mol}$ ).

Overall, the P-form seems to be more thermodynamically favored than the F-form and these results are in certain agreement with Das et al., 2021 [91], Azofra et al., 2014 [95] and Cocinero et al., 2011 [96].

Nevertheless, the energetic differences are within the range of the intrinsic error for the theoretical calculations ( $8-16 \mathrm{~kJ} / \mathrm{mol}$ ), which can be translated into the possibility for both sugar rings to have coexisted in the two $\alpha$ - and $\beta$-conformations. Hence, the reasons on why Nature chose one sugar ring over the other may lay beyond an analysis of the thermodynamic stability of the hemiacetal ring in either configuration based on the level of DFT theory used in this study.

In a paper from 1993 titled "Why pentose-and not hexose-nucleic acids?. Part VII. pyranosyl-RNA ('( $p$ )-RNA')" [97] Pitsch and coworkers (Pcw) explored the reasons why the ribose 5-MR may have been preferred by Nature over the 6-MR to be part of today's NAs by analyzing the thermodynamic stability of a double stranded antiparallel octamer containing A:U as complementary bases and a D-ribopyranose-C4'-C2'-phosphate backbone and found that the stability of this ( $p$ )-RNA was $2.9 \mathrm{Kcal} / \mathrm{mol}$ more stable than its furanosyl analog. This thermodynamic property may have put ( $p$ )-RNA in disadvantage to participate in replicationtranslation processes and be able to carry the genetic information.

The results by Pcw do not exclude the possibility of existence of a proto-nucleic acid containing a ribopyranosyl-phosphate backbone that eventually through evolution selection was replace by today's sugar-phosphate backbone in DNA and RNA.

### 3.4.2 Pseudo rotational equilibrium and anomer-exchange reactions for nucleosides containing 5-MR and 6-MR sugars

The ring conformation of 5-MR furanose sugars impacts the biological properties and functions of glycoconjugates, e.g., cellular recognition.

Thibaudeau and coworkers (Tcw) (see Chapter \#2 of [50] and [54, 55]) reported that the control of the pseudorotational equilibrium of sugars may be considered as an important factor in comparing the stability of $\beta$ - and $\alpha$-anomers of canonical ribofuranosyl-nucleosides.

Hence, we have decided to include this effect in our computational analysis for the thermodynamical stability of both anomers.

The pseudorotation concept refers to the transition between the ring conformations or puckering forms for the cyclopentane [98]. Pseudorotation allows the cyclopentane ring to stabilize from its less favored planar form with a steric energy of $22 \mathrm{~kJ} / \mathrm{mol}$ (Chapter \#2 of [50]).

Additionally, the furanose form exhibits more internal flexibility than the P-form. For instance, the activation energies between the two chair conformations of cyclohexane is $\approx 42$ $\mathrm{kJ} / \mathrm{mol}$ (see Chapter \#2 of [50] and [99]), meanwhile, the energetic barrier to interconvert the two preferential puckering conformations ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ of 5-MR saturated rings is lower (e.g., $<20-25$ $\mathrm{kJ} / \mathrm{mol}$ for purine nucleosides (Chapter \#2 of [50])).

This means that differently from the hexopyranose ring furanoses can coexist in a wild range of conformations. This intrinsic flexibility may have given ribofuranose an evolutionary advantage over the ribopyranose ring.

Wang and Woods (WW) in 2016 [100] proved the validity of the two-state model proposed by Altona and Sundaralingam [101] which states that the preferential ring conformations for furanose sugars are the ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$. WW conducted 300 ns Molecular Dynamics (MD) simulations of C5'-methylated(Me) furanose sugars; $\beta$ - and $\alpha$-anomers of Me-C1'-D-ribofuranose, Me-C1'-Darabinofuranose, Me-C1'-D-lyxofuranose, Me-C1'-D-xylofuranose and the C 2 '-deoxy- $\beta$-Dribofuranose and obtained the Nuclear Magnetic Resonance (NMR) J-coupling constants from quantum HF/6-31G(d) and B3LYP/cc-pVTZ DFT calculations on the conformations from the simulation. For most of pentofuranoses, local minima were found for the ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ conformations. The preferable sugar ring conformations were also analyzed by plotting the distribution of the ring puckering against the ring conformations across the simulations. An exception to the two-state model was found for the $\alpha$-D-arabinofuranose in which there is the possibility of multiple conformers through the ${ }^{0} \mathrm{E}$ puckering conformation.

Another computational study conducted by Szczepaniak and Moc (ZM) on ribose and 2'deoxyribose was published in 2014 [102]. In this investigation the authors explored the preferential sugar ring puckering of the $\beta$ - and $\alpha$-anomers of the cyclic P - and F -forms of both sugars and also the conformations of their open chains in vacuum. They combined Molecular Mechanics (MM) simulations to generate and minimize many conformers and then re-optimized at the QM MP2/6$311++\mathrm{G}(d, p)$ and M06-2X/6-311++G( $d, p)$ levels the ones with relative energies $\leq 62 \mathrm{~kJ} / \mathrm{mol}$. Finally, the free energies of Gibbs $\left(\Delta G^{\circ}\right)$ in $\mathrm{kJ} / \mathrm{mol}$ at $298{ }^{\circ} \mathrm{K}$ were estimated.

ZM found for the D-ribose that from 38 structures sorted in decreasing order of their $\Delta G^{\circ}$ obtained from MM, the 7 more stable structures at the QM level corresponded to $4 \alpha$ - and $3 \beta$ isomers of the ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$ pyranose ring conformations. The local minima corresponded to the $\beta$ ${ }^{1} \mathrm{C}_{4}$ pyranose conformer. The $16{ }^{\text {th }}$ conformer with an energy difference of $11.53 \mathrm{~kJ} / \mathrm{mol}$ at M06$2 \mathrm{X} / 6-311++\mathrm{G}(d, p)$ and $8.74 \mathrm{~kJ} / \mathrm{mol}$ at MP2/6-311++G(d,p) corresponded to the $\alpha-{ }^{2} \mathrm{~T}_{1}$ twist conformation of the ribofuranose. Meanwhile, from these structures the one with the highest energy difference (less stable) from the local minima corresponded to an open chain conformer with a difference of 30.13 and $20.23 \mathrm{~kJ} / \mathrm{mol}$ respectively for the $\mathrm{M} 06-2 \mathrm{X} / 6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ and MP2/6-311++G(d,p) levels of calculation.

For the $2^{2}$-D-deoxyribose the local minima from the 37 top ranked conformations corresponded to an $\alpha-{ }^{4} \mathrm{C}_{1}$ pyranose conformation, followed by the $\beta-{ }^{1} \mathrm{C}_{4}$ with only $5.6 \mathrm{~kJ} / \mathrm{mol}$ difference. Again, similarly to the case of D-ribose the 7 top more stable conformers corresponded to a mixture of either $\alpha$ - or $\beta$ - anomers of ${ }^{4} \mathrm{C}_{1}$ and ${ }^{1} \mathrm{C}_{4} 6$-MR conformations. The most stable furanose conformer corresponded to the twist $\alpha-{ }^{2} \mathrm{~T}_{1}$ with $12.25 \mathrm{~kJ} / \mathrm{mol}$ difference to the local minima. The most stable conformation from the open chain rotamers was ranked as 37 with an energy difference of 33.83 and $25.00 \mathrm{~kJ} / \mathrm{mol}$ for M06-2X/6-311++G(d,p) and MP2/6-311++G(d,p) respectively.

Another study by De Leeuw et al. (DLcw) [103] analyzed the conformational populations of the $\beta$-anomers of nucleosides containing D-ribofuranose, 2'-D-deoxyribofuranose and arabinofuranose. In total 174 crystal structures were analyzed and it was estimated that the bulk of conformations were found in the ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ regions. For ribofuranose the number of conformers were almost equally distributed between both regions, meanwhile for the 2'-D-deoxyribofuranose there was observed a preference for the ${ }^{2} \mathrm{~T}_{3}$ region with a proportion of $3: 1$ conformers between ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ and some conformations laying in the East region around the ${ }^{0}$ E conformation.

Other studies $[50,54]$ have shown the preferential ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ conformations for the Dribofuranose, 2'-D-deoxyribofuranose sugars present in either A-, B- and Z-DNAs and RNAs.

Based on the evidence from the literature the preferential ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ conformations for 5MRs and the chair conformations ${ }^{4} \mathrm{C}_{1}$ and ${ }^{1} \mathrm{C}_{4}$ for the 6 -MRs were set as initial ring puckering conformations to theoretically estimate the thermodynamics of the pseudorotational equilibrium and anomer-exchange reactions of the $\alpha$ - and $\beta$-configurations of furanose, pyranose TCs and their corresponding canonical and non-canonical nucleosides.

The differences in corrected Gibbs energies $\left(\Delta G^{\circ}\right)$ at $298{ }^{\circ} \mathrm{K}$ were analyzed for TCs and associated nucleosides for all the reactions presented in

## Figure 3.2.

In total 12 reactions in vacuum and implicit solvation, respectively $\{4$ pseudorotational equilibriums (two for furanoses and two pyranoses) and 8 anomer-exchange reactions ( 4 for each sugar ring) $\}$ were analyzed:

Pseudorotational equilibriums:

$$
\begin{align*}
& \mathrm{O}^{\mathrm{O}} \begin{cases}\alpha-{ }^{3} \mathrm{~T}_{2} \quad \stackrel{\Delta G^{\circ}{ }_{1}}{\rightleftharpoons} \alpha-{ }^{2} \mathrm{~T}_{3} & \Delta G^{\circ}{ }_{1}<0\left({ }^{2} \mathrm{~T}_{3}\right) \\
\beta-{ }^{3} \mathrm{~T}_{2} \quad \stackrel{\Delta G^{\circ}{ }_{3}}{\rightleftharpoons} \beta-{ }^{2} \mathrm{~T}_{3} & \Delta G^{\circ}{ }_{3}>0\left({ }^{3} \mathrm{~T}_{2}\right)\end{cases}  \tag{3.8}\\
& \text { 5-MR }  \tag{3.9}\\
& { }_{6-\mathrm{MR}}^{\mathrm{O}} \begin{cases}\alpha-{ }^{1} \mathrm{C}_{4} \stackrel{\Delta G^{\circ}{ }_{1}}{\rightleftharpoons} \alpha-{ }^{4} \mathrm{C}_{1} & \Delta G^{\circ}{ }_{1}<0\left({ }^{4} \mathrm{C}_{1}\right) \\
\beta-{ }^{1} \mathrm{C}_{4} \stackrel{\Delta G^{\circ}{ }_{3}}{\rightleftharpoons} \beta-{ }^{4} \mathrm{C}_{1} & \Delta G_{3}^{\circ}>0\left({ }^{1} \mathrm{C}_{4}\right)\end{cases}
\end{align*}
$$

## Anomer-exchange reactions:

Schemes 3.8-3.19, Figures 3.5-3.10 and Tables A3-A4 represent the chemical transformations, the values in $\mathrm{kJ} / \mathrm{mol}$ for the different $\Delta G^{\circ}$ and the preferential ring puckering and anomer depending on the sign of $\Delta G^{\circ}$.

## Pseudorotational equilibrium and anomer-exchange reactions for sugar-like TCs

Figure 3.5 and Table A3 shows the $\Delta G_{1}^{\circ}$ and $\Delta G_{3}^{\circ}$ for the pseudorotational equilibrium of the $\alpha$ - and $\beta$-anomers of each TC with a furanose or pyranose ring. Overall, for the furanoses 2dRibf, Ribf and Tho either in vacuum or water the ${ }^{2} \mathrm{~T}_{3}$ conformation is more favored for the $\alpha$-, meanwhile the ${ }^{3} \mathrm{~T}_{2}$ is more favored for the $\beta$-configuration. The major differences observed are for the Tho in which $\Delta G_{3}^{\circ}=34.5 \mathrm{~kJ} / \mathrm{mol}$. The rest of Gibbs energies differences are in the intrinsic error for the method. For the $\alpha$-Ribf there is not preference between ${ }^{3} T_{2}$ and ${ }^{2} T_{3}$.

For the pyranose 2 dRib in vacuum ${ }^{4} \mathrm{C}_{1}$ is favored for the $\alpha$-, meanwhile ${ }^{1} \mathrm{C}_{4}$ is more favored for the $\beta$-anomer. For the rest of the 2 dRib and Rib TCs there are not significant differences between the ring puckering for the different anomers. Overall, the energetic differences between the different ring puckering conformations decrease when going from vacuum to implicit solvation, with the exception of Tho. These results and the ones presented in section 3.4.1 are somehow in agreement with SC results [102].

The difference in stabilities between the $\beta$ - and $\alpha$-anomers from the different anomerexchange reactions can be analyzed from the $\Delta G_{2}^{\circ}, \Delta G_{4}^{\circ}, \Delta G_{5}^{\circ}$ and $\Delta G_{6}^{\circ}$ signs and magnitudes (equations 3.2, 3.4, 3.5 and 3.6). In most of cases the magnitude of these $\Delta G^{\circ}$ is in the intrinsic error for B3LYP/6-311++G $(d, p)(\approx 17 \mathrm{~kJ} / \mathrm{mol})$. The only exceptions are the $\Delta \boldsymbol{G}_{2}^{\circ}(19.5 \mathrm{~kJ} / \mathrm{mol})$ and $\Delta \boldsymbol{G}_{6}^{\circ}(17.4 \mathrm{~kJ} / \mathrm{mol})$ favoring the $\alpha$ - and $\beta$-anomers respectively for the 2 dRibf in vacuum and for Tho in aqueous solution the $\Delta G_{2}^{\circ}(46.4 \mathrm{~kJ} / \mathrm{mol})$ and $\Delta G_{5}^{\circ}(38.0 \mathrm{~kJ} / \mathrm{mol})$ also favoring the $\alpha-$ anomer.


Figure 3.5 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{3} \mathrm{~T}_{2}$ and ${ }^{2} \mathrm{~T}_{3}$ ) of furanose rings of 2dRibf: 2'-deoxyribofuranose, Ribf: ribofuranose, Tho: threose and the conformations ( ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$ ) of pyranose rings 2dRib: 2'-deoxyribopyranose and Rib: ribopyranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-31G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6$31 \mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.

## Pseudorotational equilibrium and anomer-exchange reactions of canonical and non-canonical nucleosides

Figure 3.6 and Table A4 represents the $\Delta G_{1}^{\circ}$ and $\Delta G_{3}^{\circ}$ (equations 3.1 and 3.3) for the 2dRibf canonical and non-canonical nucleosides. A glance at this graph shows that for the canonical nucleosides there are small differences that favours the ${ }^{3} \mathrm{~T}_{2}$ conformation in both $\alpha$ - and $\beta$ - when having A in vacuum and water. For the $\mathrm{G}, \mathrm{C}, \mathrm{T}, \mathrm{U}, \mathrm{BA}-\mathrm{C}^{5}$ in vacuum and water the equilibrium for the $\beta$ - anomer favours more the ${ }^{3} \mathrm{~T}_{2}$ conformation, meanwhile there is not a preferable sugar ring conformation for the $\alpha$-anomer. A similar trend is observed for the noncanonical nucleosides in vacuum with the exception of TAP-C ${ }^{5}$ in which the equilibrium seems to favor the ${ }^{3} \mathrm{~T}_{2}$ for the $\alpha$ - and the ${ }^{2} \mathrm{~T}_{3}$ for the $\beta$-anomer, respectively. There is no difference between either conformation in the corresponding anomers for the non-canonical RUs in aqueous solution or in the case of the T and U nucleosides.

The bars in Figure 3.6 corresponding to the anomer-exchange reactions $\left(\Delta G_{2}^{\circ}, \Delta G_{4}^{\circ}, \Delta G_{5}^{\circ}\right.$ and $\Delta \boldsymbol{G}_{6}^{\circ}$ ) show that overall there are not differences between the $\alpha$ - and $\beta$-anomers of the nucleosides with 2 dRibf either in vacuum or aqueous solution beyond the intrinsic error of B3LYP/6-311++G $(d, p)(\approx 17 \mathrm{~kJ} / \mathrm{mol})$. Exceptions are observed for A containing nucleosides where the $\alpha-{ }^{3} \mathrm{~T}_{2}$ configuration is favored in both vacuum and implicit solvation for reaction \#5 ( $\Delta G_{5}^{\circ} \approx 20 \mathrm{~kJ} / \mathrm{mol}$ ). Similarly, the $\alpha-{ }^{2} \mathrm{~T}_{3}$ and the $\alpha-{ }^{3} \mathrm{~T}_{2}$ are favored for cytidine and MM nucleosides in both environments for the reactions \# 2 and \#4 ( $\approx 20.2 \mathrm{~kJ} / \mathrm{mol}$ ) and reactions \#2 and \#5 ( $\approx 21.6$ $\mathrm{kJ} / \mathrm{mol}$ ) respectively.

In the case of Ribf nucleosides, Figure 3.7 shows that for the nucleosides containing canonical bases in vacuum or aqueous solution the pseudorotational equilibrium there is no clear preference for one specific sugar ring conformation over another in the case of either anomer. These differences are all under $1.8 \mathrm{kcal} / \mathrm{mol}$ which is still in the error for the DFT calculation. For the non-canonical nucleosides in vacuum or implicit solvation there are also not marked differences that may favour one preferential conformation over the other.

No significant difference in the stabilities of the different anomers were predicted when examining the free energies of the anomer-exchange reactions. The only exception was found for


Figure 3.6 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ ) of the 5-MR in 2dRibf: 2'-deoxyribofuranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 3.7 Comparison of Gibbs energies $\left(\Delta \boldsymbol{G}^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ ) of the 5-MR in Ribf: ribofuranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.
the TAP-C $C^{5}$ in aqueous environment, in which reaction \#4 favors the $\beta-{ }^{3} \mathrm{~T}_{2}$ with a $\Delta G_{4}^{\circ}=-23.1 \mathrm{KJ} / \mathrm{mol}$.
An inspection of Figure 3.8 corresponding to the Tho-related canonical and non-canonical nucleosides reveals that in general there are not significant differences in the $\Delta G_{1}^{\circ}$ and $\Delta G_{3}^{\circ}$ that favours one sugar ring conformation over the other for either anomer in vacuum or water with the exceptions of the $\alpha$-anomer of A $\left(\Delta G_{1}^{\circ}=27.5 \mathrm{~kJ} / \mathrm{mol}\right)$ and TAP-C ${ }^{5}\left(\Delta G_{1}^{\circ}=19.2 \mathrm{~kJ} / \mathrm{mol}\right)$ nucleosides favoring in both cases the ${ }^{3} \mathrm{~T}_{2}$ puckering.

An analysis of the signs and magnitude of $\Delta G_{2}^{\circ}, \Delta G_{4}^{\circ}, \Delta G_{5}^{\circ}$ and $\Delta G_{6}^{\circ}$ shows that the difference in stabilities between the $\alpha$ - and $\beta$-anomers for the different anomer-exchange reactions does not overcome the intrinsic error for B3LYP/6-311++G $(d, p)$. The only exceptions were found for the reaction \# 5 of canonical pyrimidine nucleosides in vacuum favoring $\alpha$, for reactions \#4 and \#5 in the TAP-C ${ }^{5}$ in implicit solvation and for reaction \#5 of the MM nucleosides in vacuum. In all these cases the $\alpha-{ }_{-}^{3} T_{2}$ was more favored with differences in free energy $\approx 17-23 \mathrm{~kJ} / \mathrm{mol}$.

For the case of the 2 dRib nucleosides (Figure 3.9) containing canonical bases it is observed that in vacuum the only cases in which the pseudorotational equilibrium shifts is for the $\beta$-anomer with a noticeable change in $\Delta \boldsymbol{G}_{3}^{\circ}$ for $\mathrm{C}, \mathrm{T}$ and U containing nucleosides favouring the $\beta-{ }^{4} \mathrm{C}_{1}$.

For the canonical nucleosides in implicit solvation the T and U nucleosides favor the $\alpha$-anomer in the ${ }^{1} \mathrm{C}_{4}$ conformation with $\Delta G_{1}^{\circ}$ in the order of $22.8 \mathrm{~kJ} / \mathrm{mol}$ and $20.5 \mathrm{~kJ} / \mathrm{mol}$ respectively, meanwhile the $\beta$-anomer is favored in the ${ }^{4} \mathrm{C}_{1}$ conformation for the $\mathrm{C}, \mathrm{T}$ and U nucleosides with values of $\Delta \boldsymbol{G}_{3}^{\circ}$ of $18.5,19.0$ and $18.6 \mathrm{~kJ} / \mathrm{mol}$.

For the pseudorotation equilibrium of the non-canonical nucleosides in vacuum it is observed that for the TAP-C ${ }^{5}$ nucleosides the differences in $\Delta G^{\circ}$ are higher favoring the $\alpha-{ }^{1} \mathrm{C}_{4}\left(\Delta G_{1}^{\circ}=25.1 \mathrm{~kJ} / \mathrm{mol}\right)$ and the $\beta-{ }^{4} \mathrm{C}_{1}\left(\Delta \boldsymbol{G}_{3}^{\circ}=-23.3 \mathrm{~kJ} / \mathrm{mol}\right)$. For the case of the $\beta$-anomers of BA-C ${ }^{5}$ the $\beta-{ }^{4} \mathrm{C}_{1}$ is favored with $\Delta G_{3}^{\circ}=-26.5 \mathrm{~kJ} / \mathrm{mol}$. When implicit solvation is included for the case of the $\Delta G_{1}^{\circ}$ in the TAP-C ${ }^{5}$, TAP$\mathrm{N}, \mathrm{BA}-\mathrm{C}^{5}, \mathrm{CA}$, and MM nucleosides the $\alpha-{ }^{1} \mathrm{C}_{4}$ is favored ( $\approx 17-34 \mathrm{~kJ} / \mathrm{mol}$ ), meanwhile for the $\beta$-anomer of TAP-C ${ }^{5}$ the ${ }^{1} \mathrm{C}_{4}$ puckering is preferred $(-29.5 \mathrm{~kJ} / \mathrm{mol})$.

The values of the delta free energies for the different anomer-exchange reactions show that in general there are not differences between the different 2 dRib nucleosides' configurations.

Exceptions were found for the T and U nucleosides in both environments for reaction \#4 in which $\alpha-{ }^{1} \mathrm{C}_{4}$ was preferred with differences $\approx 17-21 \mathrm{~kJ} / \mathrm{mol}$. In the case of the non-canonical


Figure 3.8 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ ) of the 5-MR in Tho: threofuranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 3.9 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ ) of the 6-MR in 2dRib: 2'-deoxyribopyranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G(d, $p$ ) in aqueous medium using the IEFPCM solvation model.

2 dRib nucleosides the TAP-C ${ }^{5}$ nucleosides were more favored in the $\beta-{ }^{4} \mathrm{C}_{1}$ and $\alpha-{ }^{1} \mathrm{C}_{4}$ anomer-puckering for reactions \#2 ( $-27.6 \mathrm{~kJ} / \mathrm{mol}$ in vacuum and $-33.3 \mathrm{~kJ} / \mathrm{mol}$ in the IEFPCM model), \#4 ( $20.8 \mathrm{~kJ} / \mathrm{mol}$ in vacuum and $29.7 \mathrm{~kJ} / \mathrm{mol}$ in aqueous environment) respectively. The $\mathrm{BA}-\mathrm{C}^{5}$ nucleoside was favored in the $\alpha-{ }^{1} \mathrm{C}_{4}$ for reaction \#4 in both environments ( $\approx 19.5 \mathrm{~kJ} / \mathrm{mol}$ ). Similarly, BA-N and CA nucleosides were also favored in the $\alpha-{ }^{1} \mathrm{C}_{4}$ for reaction \#4 in vacuum ( 18.3 and $17.3 \mathrm{~kJ} / \mathrm{mol}$ respectively).

For the case of the Rib nucleosides (Figure 3.10) in both vacuum and solvent the pseudorotational equilibrium prefers for the $\beta$-anomer the ${ }^{4} \mathrm{C}_{1}$ conformation and for the $\alpha$ anomer the ${ }^{1} \mathrm{C}_{4}$ conformation. Most of these energies are in the intrinsic error of the DFT method used with the exceptions of the $\beta$-anomer of the 5 canonical bases in vacuum and for $\mathrm{C}, \mathrm{T}$ and U in both environments, TAP- $\mathrm{C}^{5}$ in vacuum and water, $\mathrm{BA}-\mathrm{C}^{5}$ in vacuum, BAN in water and the $\alpha$-anomer of T and U in vacuum and water, C in water, TAP- $\mathrm{C}^{5}$ and MM in both environments.

An analysis of the different anomer-exchange reactions revealed that for all canonical nucleosides reaction \#2 favors the $\beta-{ }^{4} \mathrm{C}_{1} 6-\mathrm{MR}$ puckering in both environments ( $\approx-18--35 \mathrm{~kJ} / \mathrm{mol}$ ). Opposite to this, reaction \#4 favors the $\alpha-{ }^{1} \mathrm{C}_{4}$ for the pyrimidine nucleosides in both environments ( $\approx 20-25 \mathrm{~kJ} / \mathrm{mol}$ ). In the case of the non-canonical Rib nucleosides reaction \#2 favors again the $\beta-{ }^{4} \mathrm{C}_{1}$ in both environments for TAP-C ${ }^{5}$, BA-C ${ }^{5}$, CA and MM nucleosides (between $\approx-18$ and $-38 \mathrm{~kJ} / \mathrm{mol}$ ) and reaction \#4 favors $\alpha-{ }^{1} \mathrm{C}_{4}$ for BA-C ${ }^{5}$ nucleosides in vacuum ( $19.5 \mathrm{~kJ} / \mathrm{mol}$ ). The rest of the energetic differences are negligible.

Overall it can be noticed that most of the differences in free energies estimated from this study for the equilibrium of pseudorotation of the different nucleosides does not obey in general the same patterns predicted by Thibaudeau et al. (see Chapter \#2 of [50] and [54, 55]) with the exception of the 2 dRibf nucleosides. These authors used in their study as a TC D-2', 3'-dideoxynucleosides to prevent hydrogen bonds between hydroxyl groups in the sugar ring that would change the conformation of the sugar ring.

In our study we reproduce to a certain extent the results obtained from the previous study conducted by Castanedo et al. [57] in which no difference between $\alpha$ - and $\beta$-anomers of the canonical nucleosides was observed using lower DFT- B3LYP/6-31G $(d, p)$ level of theory.


Figure 3.10 Comparison of Gibbs energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions between the conformations ( ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ ) of the 6-MR in Rib: ribopyranose. The Gibbs energies of these reactions are defined by equations 3.1-3.6. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.

Even when in this study the different nucleosides started from predefined sugar ring conformations the addition of a RU and the presence of hydroxyl groups may create intramolecular interactions that can modify the final sugar ring conformations after DFT geometric optimization eliminating any differences in the pseudorotational equilibrium. Still, the fact that an initial sugar ring conformation was imposed it may make the pseudorotational equilibrium to shift in some cases as have been described before.

When analyzing the averages of the $\Delta G_{1}^{\circ}$ and $\Delta G_{3}^{\circ}$ (3.2 and $3.1 \mathrm{~kJ} / \mathrm{mol}$ for F-forms and 15.8 and $-16.8 \mathrm{~kJ} / \mathrm{mol}$ for P-forms) for furanose and pyranose nucleosides it can be noticed that in general these thermodynamic parameters have higher differences for the case of the P-form nucleosides in comparison to the F-form counterparts. This is suggestive of the concept of "flexibility" presented by Thibaudeau et al. (see Chapter \#2 of [50] and [54, 55]) in the context of the difference of thermodynamic parameters for the equilibrium of pseudorotation at different pH values. These authors proposed that the $\beta$-anomer of nucleosides could had an evolutionary advantage with respect to its $\alpha$-counterpart due to its flexibility or capacity to shift the pseudorotational equilibrium when environmental conditions. e.g., pH . In our case we refer to this concept to provide a justification on why Nature chose a F-form and not a P-form for the 2 dRibf and Ribf of today's NAs. We propose that a propensity by the 5-MR of r2dRibf and Ribf to populate either sugar ring conformation based on the free energies for the pseudorotational equilibrium may have posed an advantage to this sugar ring over the pyranose counterpart.

When analyzing the differences in stabilities between the anomer-exchange reactions between the different anomers in can be noticed that even when overall the difference in stabilities between both anomers can be considered in the error of B3LYP/6-311++G ( $d, p$ ) some reactions favor one specific anomer, e.g., $\alpha$-anomer for some nucleosides with the furanoses 2 dRibf , Ribf and Tho and the $\beta$-anomers for some nucleosides containing the pyranoses 2 dRib and Rib. Nevertheless, the results presented in this section are in certain agreement with the results presented by Castanedo and Matta (CM) in 2022 [57] in which not considerable energetic differences were predicted between the anomers of canonical nucleosides in either vacuum or implicit solvation.

### 3.4.3 Thermodynamics of the synthesis of canonical and non-canonical nucleosides through a classic condensation reaction of its components

Beyond analyzing the difference in stabilities between the different anomers of canonical and non-canonical nucleosides it is important to assess the plausibility of their respective prebiotic synthesis. In this way it may be possible, hopefully to justify based on theoretical calculations if a thermodynamic can justify the emergence of proto-nucleosides previous to the emergence of the building blocks of today's DNA and RNA.

In this direction, theoretical modeling of the "classic" synthesis (condensation reaction between an electrophile $\{T C\}$ and a nucleophile $\{R U\}$ ) for the prebiotic emergence of canonical and non-canonical nucleosides seems to be a reasonable starting point.

It is well addressed in the literature that using the classic model implies facing the "nucleoside problem" as specific case of the "water problem" $[6,7,5,8]$. The nucleoside problem refers to the inability of canonical bases to N -glycosylate with ribose in aqueous environment due to the thermodynamic instability of the glycosidic bond. This challenge was first found by the experimental works of Orgel and coworkers (Ocw) [4, 104]. Despite the challenges of the synthesis, Ocw obtained the adenosine in some yield (1-5\%). Interestingly, these authors also obtained N -nucleosides with the adenine exocyclic $\mathrm{NH}_{2}$ in $50-70 \%$ of yield [4].

In order to overcome the "nucleoside problem" different alternatives have been proposed that go from e.g., using different synthetic routes to the searching for non-canonical components (non-canonical is referred to components non present in the building blocks from today's NAs). In this section we explore the latest strategy.

We have filtered the literature for TCs that can create non-conventional xeno-NAs backbones, e.g., threose, glycerol, glyceric acid, AEG and RUs that have been proven to be successful in circumventing the "glycoside problem". These RUs are 2, 4, 6 triaminopyrimidine (TAP), barbituric acid (BA) and melamine (MM).

Additionally the base cyanuric acid (CA), is also tested since its nucleotide can create hydrogels (stacking hexads) through complementary base pairing with BA nucleotides [13] and with adenosine $5^{\prime}$-monophosphate (AMP) and 2, 6-diaminopurine (DAP) [18] similar to how the canonical nucleobases create hydrogen bonds in the DNA double helix.

TAP is a pyrimidine nucleobase that contains three exocyclic amino groups. This base
exhibits 4 nucleophilic sites: the three exocyclic $\mathrm{NH}_{2}$ groups in positions $2,4,6$ and the endocyclic C5. The amino groups in position 4 and 6 are equivalent by symmetry and exhibit a better nucleophilic character than the one in position 2 because of its depleted negative charge due to the electron withdrawing of the two ortho $\mathrm{NH}_{2}$ in position 4 and 6 . Additionally, the prebiotic synthesis of these base has been previously proposed [105, 106, 107].

TAP can glycosylate with different TCs depending on the reaction conditions [16, 108]. This property is enhanced by its higher solubility in water compared to canonical bases [19].

For example Chen and coworkers [19] were the first to test the glycosylation of TAP with ribose by heating the mixture in aqueous solution at $35-95^{\circ} \mathrm{C}$ and $\mathrm{pH}=8$. A complex mixture of products was obtained. An important result from this study is that after 10 days of reaction a combined yield of $60 \%$ was obtained for the mixture of TAP-ribose and $90 \%$ was obtained for the mixture at a higher temperature. Even without dehydration the reaction was successful in water at temperatures of $35-65^{\circ} \mathrm{C}$ and even $4^{\circ} \mathrm{C}$. The major product ( $\approx 20 \%$ yield) was isolated through High Performance Liquid Chromatography (HPLC) and analyzed using Mass Spectrometry (MS) and NMR and the $\beta$-ribofuranose- $\mathrm{C}^{5}$-TAP nucleoside was detected as preferential product. The mixture also included other N -glycosylated nucleosides which were found through hydrolysis of the ribose-TAP mixture.

Studies by Cafferty and coworkers [12] reproduced these results obtaining at similar conditions ( $35^{\circ} \mathrm{C}$ and 10 days of reaction) a complex mixture of TAP-nucleosides that included pyranose and furanose rings for the ribose, $\beta$ - and $\alpha$-anomers and $\mathrm{C}^{5}$ - and N -nucleosides identified from EM-HPLC studies after basic hydrolysis in ammonium hydroxide for 4, 20 and 44h. This mixture represented a combined yield of $60 \%$. The presence of N -nucleosides with exocyclic $\mathrm{NH}_{2}$ of TAP is somehow related with the findings by Fuller et al. [4].

Even when N-nucleosides are predominant in today's DNA and RNA, C-nucleosides can also be found in Nature, e.g., pseudouridine which is a product from the post-translation of RNA. For example, rRNA from mammals presents around 100 pseudouridines per ribosome [109, 19, 110]. Most of these C-nucleosides have anticancer and antibiotic activity [109, 110].

Fialho expanded on the work by Cafferty et al. [12] by testing the glycosylation of TAP with 17 different sugars that included hexoses, pentoses and tetroses. The reactions were conducted for 24 h at $\mathrm{pH}=1$ or 7 at $85^{\circ} \mathrm{C}$ in a mixture TAP+sugar (1:1) ratio. The products were analyzed by UV-LC/MS and ${ }^{1} \mathrm{H}-\mathrm{NMR}$ and it was proven that all glycosylation reactions proceeded to a
certain extent. The sugar that exhibited the higher yield of glycosylation was the pentose arabinose with $61 \%$ and $55 \%$ at $\mathrm{pH}=1$ and 7, respectively. Ribonucleosides were obtained in a $28 \%$ and $31 \%$ of yield at $\mathrm{pH}=1$ and 7 respectively. The hexose glucose reacted in 31 and $44 \%$ of yield at $\mathrm{pH}=1$ and 7 obtaining the $\beta$-C-nucleosides as the main product and threose reacted with a $3 \%$ and $2 \%$ of yield at $\mathrm{pH}=1$ and 7 . Fialho argues that the low efficiency in the glycosylation of threose may be related to its high degradation rate at the experimental conditions [40, 16, 108].

Barbituric acid $(B A)$ is a strong acid $\left(\mathrm{p} K_{\mathrm{a}}=4\right)$ that can react with ribose in aqueous solution due to the nucleophilic character of its barbiturate ion [16]. BA' reaction has been tested with glucosamine at $\mathrm{pH}=7$ in a (1:2) BA-glucosamine ratio, for 10 hrs and $50^{\circ} \mathrm{C}$. The major $\mathrm{C}-\beta$ nucleoside in basic catalysis has been produced [16, 111]. The C-glycoside of the enol form of BA can create stacked hexads with MM when dissolved in water [13].

Melamine (MM) contains a heterocyclic ring with three N that makes it more electron withdrawing, hence it is less nucleophilic than TAP and BA. Additionally, MM is less soluble in water at $\mathrm{pH} \geq 5$. Its solubility at $65^{\circ} \mathrm{C}$ is 0.2 M [16]. MM can co-precipitate in aqueous solution with phosphates, sulfates and carboxylates [16].

Cafferty and coworkers [13] showed that MM can glycosylate with ribose in aqueous solution when the reaction last for 24 hrs at $20^{\circ} \mathrm{C}$ despise the MM disadvantages described above. Both $\beta$ - and $\alpha$-anomers with the $5-\mathrm{MR}$ and $6-\mathrm{MR}$ of the ribose were detected for the MM ribosides by using EM-HPLC chromatography and measuring the ${ }^{1} \mathrm{H}-\mathrm{NMR}$ coupling constants for the anomeric H .

Fialho [16] explored the reactivity of 80 reactions between 8 nucleophilic bases that included the canonical adenine, uracil, TAP, BA, CA and MM with a set of 10 electrophiles that included the aldehydes D-, L-glyceraldehyde, D-ribose, one anhydride, one imide, 3 esters, 2 thioesters and one Michael acceptor. These electrophiles were selected as they fulfilled two criteria to be considered good prebiotic electrophiles: i) resistant to hydrolysis or they can be obtained from reactants also hydrolytic resistant, ii) can be easily synthesized in prebiotic conditions. All nucleobases tested with the exception of uracil and CA were able to react with D-ribose and at least one product was detected through UV-Liquid Chromatography (LC)/MS.

Table A5 from the Appendices section shows the $\Delta G^{\circ}$ reaction for the formation of all 506 nucleosides. $\Delta G^{\circ}<0$ suggests that the condensation reaction may be thermodynamically favored meanwhile $\Delta G^{\circ}>0$ indicates otherwise.

A glance at Figure 3.11 suggests that for the 2dRibf canonical nucleosides most of the $\Delta G^{0}$ are within the intrinsic error for the method, with some negative values. The lowest $\Delta G^{0}$ value corresponds to the $\alpha-{ }^{3} \mathrm{~T}_{2}$ of adenosine in aqueous solution ( $\Delta \boldsymbol{G}^{\circ}=-18.8 \mathrm{~kJ} / \mathrm{mol}$ ). The formation of the $\beta-{ }^{3} \mathrm{~T}_{2}$ of adenosine is also favored even when the values of $\Delta G^{\circ}=-9.4 \mathrm{~kJ} / \mathrm{mol}$. Similarly, the formation of some non-canonical nucleosides is not favored in either environment, although for the TAP-C ${ }^{5}$, TAP-N and BA-C ${ }^{5}$ the $\beta$-anomers were more favored than the $\alpha$-counterpart with the lowest values for the delta free energies of the BA-C ${ }^{5}$ in vacuum with $\Delta G^{\circ}=-35.7$ and $-43.3 \mathrm{~kJ} / \mathrm{mol}$ for the $\beta-{ }^{2} \mathrm{~T}_{3}$ and $\beta-{ }^{3} \mathrm{~T}_{2}$ respectively. The less favored reactions are predicted in both environments to be for the CA nucleosides $(\approx 8-18 \mathrm{~kJ} / \mathrm{mol})$ and the BA-N $(\approx 6-17 \mathrm{~kJ} / \mathrm{mol})$.

Figure 3.12 represent the values of $\Delta G^{\circ}$ for the classic formation of the Ribf nucleosides. For the case of the canonical nucleosides in vacuum the formation of both $\beta-{ }^{2} \mathrm{~T}_{3}$ and $\beta-{ }^{3} \mathrm{~T}_{2}$ is estimated as more favorable than the $\alpha$ anomers. The cytidine has the more negative values with $\Delta G^{\circ}$ of -16.5 and $-17.8 \mathrm{~kJ} / \mathrm{mol}$ for the ${ }^{2} \mathrm{~T}_{3}$ and $\beta-{ }^{3} \mathrm{~T}_{2}$ respectively. A similar picture is observed in the case of the canonical nucleosides in aqueous environment with the exceptions of the thymidine and uridine in which no reaction is favored. The nucleoside that is more favored in aqueous solution is the $\beta-{ }^{2} \mathrm{~T}_{3}$ from adenosine with $\Delta \boldsymbol{G}^{\circ}=-18.6 \mathrm{~kJ} / \mathrm{mol}$.

In the case of the synthesis of the Ribf non-canonical nucleosides in vacuum even when the $\beta-{ }^{2} \mathrm{~T}_{3}$ and $\beta-{ }^{3} \mathrm{~T}_{2}$ are more favored to be obtained for the TAP-C ${ }^{5}$ and the BA-C ${ }^{5}$, in the first case the energies are almost negligible. All anomers in all sugar ring conformations are predicted to be synthesized for the BA-C ${ }^{5}$ with values that overcome the error of the DFT method: $\left(\Delta G^{\circ}=-32.7\right.$ $\mathrm{kJ} / \mathrm{mol}$ for the $\alpha-{ }^{2} \mathrm{~T}_{3} ; \Delta G^{0}=-50.7 \mathrm{~kJ} / \mathrm{mol}$ for the $\beta-{ }^{2} \mathrm{~T}_{3} ; \Delta G^{\circ}=-36.7 \mathrm{~kJ} / \mathrm{mol}$ for the $\alpha-{ }^{3} \mathrm{~T}_{2}$ and $\Delta G^{0}$ $=-48.1 \mathrm{~kJ} / \mathrm{mol}$ for the $\beta-{ }^{3} \mathrm{~T}_{2}$ ). The formation of the BA-N and CA is predicted as unfavorable with values beyond the DFT intrinsic error (BA-N: $\approx 11-18 \mathrm{~kJ} / \mathrm{mol}$ and $\mathrm{CA}: \approx 10-23 \mathrm{~kJ} / \mathrm{mol}$ ).

For the non-canonical Ribf nucleosides in implicit solvation a similar trend is observed. In this case the $\beta$-anomers of both furanose ring conformations are predicted to be thermodynamically favored while the $\alpha$-anomers are not for the TAP-C ${ }^{5}, \mathrm{BA}^{5}$, BA-N and MM. For TAP-C ${ }^{5}$ the lowest value is for $\beta-{ }^{3} \mathrm{~T}_{2}$ with a $\Delta G^{\circ}=-15.2 \mathrm{~kJ} / \mathrm{mol}$. The BA-C ${ }^{5}$ nucleoside has the lowest $\Delta G^{\circ}$ values across all non-canonical nucleosides in water for the $\beta$-anomers: $\left(\Delta G^{\circ}=-26.5 \mathrm{~kJ} / \mathrm{mol}\right.$ for the $\beta-{ }^{2} \mathrm{~T}_{3}$ and $\Delta \boldsymbol{G}^{\circ}=-22.1 \mathrm{~kJ} / \mathrm{mol}$ for the $\beta-{ }^{3} \mathrm{~T}_{2}$ ). Again, the formation of BA-N and CA nucleosides was estimated as non favored with $\Delta G^{\circ} \approx 2.6-26.8 \mathrm{~kJ} / \mathrm{mol}$. The formation of MM nucleosides


Figure 3.11 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 noncanonical $\beta$ - and $\alpha$-counterparts of 2dRibf nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 3.12 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 noncanonical $\beta$ - and $\alpha$-counterparts of Ribf nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
was favored but the energies were within the error for the estimation of $\Delta G^{\circ}$ at the B3LYP/6$311++\mathrm{G}(d, p)$ level.

Since the condensation reaction of nucleobases with ribose has been widely reported in the literature, we can compare our results with some of these reports. For the case of the canonical nucleosides it can be noticed that our results are in certain agreement with the studies by Fuller et al. $[4,104]$ on the condensation reaction between different bases and ribose in aqueous solution with and without catalysis. In these two papers the authors only obtained $\beta$-glycosides in a low yield for the case of the reaction between A or G and ribose. No product was observed when reacting a mixture of pyrimidines with the ribose in aqueous solution. Similarly in our study the formation of $\beta$-nucleosides for A and G is predicted to be thermodynamically favored. Our results also constitute a computational corroboration of the well known "nucleoside problem".

In the case of the non-canonical nucleosides our results are in agreement to a certain extend with: 1) the results obtained by Chen et al. [19] for the glycosylation of TAP with ribose where the $\beta$-ribofuranose- ${ }^{5}$-TAP was the major product, 2 ) the studies by Cafferty and coworkers $[12,13$, 14] for the synthesis of TAP, BA, CA and MM ribosides and 3) the work by Fialho [112, 16, 108] in which the CA seemed not to react with the ribose, meanwhile $\beta$-nucleosides were obtained for the reaction of TAP, BA and MM in different yields depending on the reaction conditions.

In one of the works by Cafferty and coworkers a library of 91 bases were tested for their capacity to: i) create complementary base pairing, ii) generate stacking assemblies, iii) be chemically and photostable, iv) react with ribose in aqueous environment, v) be obtained in prebiotic conditions and vi) absorb UV radiation. They found that only TAP, BA and MM fulfilled the 6 criteria.

In our case the $\beta$-anomers of the TAP- $\mathrm{C}^{5}$, TAP-N, BA- $\mathrm{C}^{5}$ and MM nucleosides with the sugar ring conformations ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ were favored in implicit solvation. This result suggests that at least TAP, BA and MM can react with ribose in water and circumvent the "nucleoside problem". Hence, the modeling of the Ribf nucleosides may constitute a validation case to corroborate the predictivity of the $\Delta G^{\circ}$ of reaction from the DFT-B3LYP/6-311++G $(d, p)$ level.

Figure 3.13 shows the bar graphs corresponding to estimated $\Delta G^{\circ}$ of reaction for the formation of the canonical and non-canonical nucleosides containing Tho in vacuum and water environments. A glance at this figure reveals that all bases may react to a certain extent with Tho in aqueous solution. In vacuum the $\mathrm{BA}-\mathrm{C}^{5}$ nucleosides exhibit the more negative $\Delta \boldsymbol{G}^{\circ}$ with a $\Delta \boldsymbol{G}^{\circ}$
$=-37.1 \mathrm{~kJ} / \mathrm{mol}$ for the $\alpha-{ }^{2} \mathrm{~T}_{3}$, a $\Delta G^{\circ}=-48.5 \mathrm{~kJ} / \mathrm{mol}$ for the $\beta-{ }^{2} \mathrm{~T}_{3}$, a $\Delta G^{\circ}=-49.7 \mathrm{~kJ} / \mathrm{mol}$ for the $\alpha-$ ${ }^{3} \mathrm{~T}_{2}$ and $\Delta \boldsymbol{G}^{\circ}=-38.8 \mathrm{~kJ} / \mathrm{mol}$ for the $\beta-{ }^{3} \mathrm{~T}_{2}$ ). The formation of the BA-N and CA nucleosides is estimated to not be favored with a $\Delta G^{\circ} \approx 11-30 \mathrm{~kJ} / \mathrm{mol}$.

In aqueous solution the $\beta-{ }^{2} \mathrm{~T}_{3}$ anomers of all canonical and non-canonical nucleosides seems to be thermodynamically favored with all values beyond the intrinsic error for the DFT method and the highest values correspond to the $\mathrm{BA}-\mathrm{C}^{5}$ nucleoside with a $\Delta G^{0}=-52.1 \mathrm{~kJ} / \mathrm{mol}$. Notice that the only reference found in the literature for the reaction between threose with a nucleobase in aqueous solution is the studies by Fialho [40] and Fialho et al. [108] in which a low yield was obtained for the synthesis in dehydrating conditions between threose and TAP due to the rapid decomposition of Tho.

The thermodynamic plausibility for the formation of 2 dRib nucleosides can be assessed by inspecting Figure 3.14. For the case of the canonical bases in both environments most of condensation reactions are unfavorable or their $\Delta G^{\circ}$ negligible. The less favored reactions are for the pyrimidine nucleosides with $\Delta G^{\circ} \approx 1.8-26.2 \mathrm{~kJ} / \mathrm{mol}$ in vacuum and $\Delta G^{\circ} \approx 2.3$ $28.3 \mathrm{~kJ} / \mathrm{mol}$ in aqueous environment. In the case of the non-canonical nucleosides some of the energies are within $17 \mathrm{~kJ} / \mathrm{mol}$ (error of computational calculations) but in vacuum the most favorable nucleosides are all the BA-C ${ }^{5}$ with the most negative value ( $\Delta G^{\circ}=-43.8$ $\mathrm{kJ} / \mathrm{mol}$ ) for the $\beta-{ }^{4} \mathrm{C}_{1}$. The same anomer-conformation is also favored for the TAP-C ${ }^{5}$ but only by $-9.2 \mathrm{~kJ} / \mathrm{mol}$. In the absence of solvation again the $\mathrm{BA}-\mathrm{N}$ and CA nucleosides where the less favored with $\Delta \boldsymbol{G}^{\circ}>30 \mathrm{~kJ} / \mathrm{mol}$.

When implicit solvation is considered the only $\Delta G^{\circ} \geq 17$ or $\leq-17 \mathrm{~kJ} / \mathrm{mol}$ are observed for the unfavorable formation of $\mathrm{BA}-\mathrm{N}(\approx 16-35.2 \mathrm{~kJ} / \mathrm{mol})$ and $\mathrm{CA}(\approx 17-34 \mathrm{~kJ} / \mathrm{mol})$ nucleosides. For the remaining nucleotides the $\beta-{ }^{4} \mathrm{C}_{1}$ anomer is favored even when the free energies for the condensation reaction are $<-12 \mathrm{~kJ} / \mathrm{mol}$.

With the exception of the BA-C ${ }^{5}$ nucleosides overall the formation of the $\alpha$-anomers is less favored than the $\beta$-counterparts.


Figure 3.13 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 noncanonical $\beta$ - and $\alpha$-counterparts of Tho nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 3.14 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 noncanonical $\beta$ - and $\alpha$-counterparts of 2 dRib nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.

Analyzing the $\Delta G^{0}$ for the condensation reaction between ribopyranose and the canonical and non-canonical bases (Figure 3.15) significant positive values for the $\Delta G^{\circ}$ of formation of canonical pyrimidines, BA-N and CA nucleosides are observed in either environment. Most of these values overpass the intrinsic error of the DFT method used with the picks for the $\alpha-{ }^{4} \mathrm{C}_{1}$ anomer of the CA nucleosides in aqueous environment ( $43.7 \mathrm{~kJ} / \mathrm{mol}$ ). The formation of all BA-C ${ }^{5}$ nucleosides in vacuum is favored with a $\Delta \boldsymbol{G}^{\circ}$ of $-43.2 \mathrm{~kJ} / \mathrm{mol}$ for the $\beta-{ }^{4} \mathrm{C}_{1}$ anomer.

A comparison of the formation of $2 \mathrm{dRib} / \mathrm{Ribf}$ nucleosides with respect to the formation of $2 \mathrm{dRib} / \mathrm{Rib}$ nucleosides shows that in most cases the formation of the nucleosides from the furanose form is more favored than the nucleosides with a pyranose ring for the same sugar, despise the fact that the pyranose form it is overall more stable than the furanose form (see results from section 3.4.1).

In a previous paper published in 2022 by Castanedo et al. [57] it was analyzed the plausibility of the similar classic synthesis for the $\beta$ - and $\alpha$-anomers of canonical 2 dRibf and Ribf nucleosides but at a lower DFT-B3LYP/6-31G ( $d, p$ ) level in vacuum and using IFIEFPCM. In this paper it was found that overall the synthesis of neither of them could be predicted as thermodynamically favored or unfavored in either environment since most of the energies were within the intrinsic error of the method used (3-4 kcal/mol). Meanwhile, in this study the artificial synthesis of some A, G and C nucleosides is predicted to be favored through the condensation reaction of the components when considering different puckering conformations of the sugar and a higher DFT level of calculation.

Maybe the only two other theoretical works on the computational modeling of TAP, MM, BA and CA nucleosides(tides) are the works by Kaur and coworkers (Kcw) [76, 77]. In the publication from 2019 Kcw studied theoretically using MD, MM and DFT-B3LYP the $\beta$ and $\alpha$-ribonucleosides of the non-canonical TAP-C ${ }^{5}$ and CA, their complementary base pairing TAP-C ${ }^{5}$ :CA, stacking energies and deglycosylation barriers in vacuum and implicit solvation using IEFPCM. Kcw found from the deglycosylation profiles obtained for the most stable $\beta$ - and $\alpha$ anomers of both TAP ribonucleosides anomers at the B3LYP/6-31G $(d, p)$ that the glycosidic bond in the TAP nucleosides (relative dissociation energy $\left\{E_{\mathrm{r}}\right\} \approx 350-447 \mathrm{~kJ} / \mathrm{mol}$ ) is stronger than the one in the canonical ribonucleosides ( $E_{\mathrm{r}} \approx 222-258 \mathrm{~kJ} / \mathrm{mol}$ ) in both environments.

Meanwhile, an opposite result was obtained for both CA ribonucleosides anomers ( $E_{\mathrm{r}} \approx$ 155-193 kJ/mol \{vacuum \} and 207-267 kJ/mol \{IFIEFPCM\}), leading the authors to propose


Figure 3.15 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 noncanonical $\beta$ - and $\alpha$-counterparts of Rib nucleosides. Each bar color represents the initial puckering conformations for the 5-MR of the sugar. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
that maybe TAP-C ${ }^{5}$ ribonucleosides were present in more hydrolytic prebiotic environments, while CA ribonucleosides could have been in less hostile conditions.

A similar study was conducted by Kcw in 2017 for the $\mathrm{BA}-\mathrm{C}^{5}$ in its keto form and MM ribonucleosides. When the authors analyzed the energetic barriers to dissociate the glycosidic bond between the two non-canonical nucleobases and ribose in the $\beta$ - and $\alpha$-configurations using the same DFT levels from the paper in 2019. They found that for BA-C ${ }^{5}\left(E_{\mathrm{r}} \approx 317-451 \mathrm{~kJ} / \mathrm{mol}\right.$ at a glycosidic bond length of 3.0-4.1 $\AA$ ) the cleavage of the glycosidic bond was less energetically favored than for canonical ribonucleosides. The glycosidic bond in MM ribonucleosides is predicted to be more resistant to dissociation in the $\beta$-configuration and overall, even when less stable than the one in BA-C ${ }^{5}$ ribonucleotides it can be stronger than the glycosidic bond in canonical ribonucleosides. This could make both non-canonical ribonucleosides suitable for hydrolytic prebiotic scenarios.

The present study complements the results obtained by both papers from Kcw [76, 77]. In our case we decided to expand the analysis by considering the sugar puckering of both furanose and pyranose forms of ribose and also analyzed the C - and N -glycosides for the TAP and BA bases. In this study instead of analyzing the stability of the glycosidic bond we estimated the thermodynamic feasibility for the formation of the given ribonucleosides and compared them with the formation of the canonical nucleosides, predicting that overall the formation of the $\beta$-anomer of the BA-C ${ }^{5}$ ribonucleosides is the most favored in both environments compared to the canonical nucleosides. For the case of the TAP-C $C^{5}$ and MM a similar trend is observed even when in some cases the energies are within the error of the calculations. In general, the classic synthesis of the CA ribonucleosides is estimated as the most unfavorable, even less favored than the one for some canonical nucleosides. These results are in certain agreement with the results from Kcw [76, 77].

When analyzing the thermodynamic plausibility for the formation of canonical and noncanonical nucleosides with a non-sugar TCs the followed is observed:
i) Glycerol can condensate with all RUs in both environments (see Figure 3.16), been the nucleosides with $A$ and $G$ the most favored in both environments for the canonical bases ( $-27.1 \mathrm{~kJ} / \mathrm{mol},-25.7 \mathrm{~kJ} / \mathrm{mol}$ \{vacuum \} and $-28.6 \mathrm{~kJ} / \mathrm{mol}$ and -24.8 $\mathrm{kJ} / \mathrm{mol}$ \{water\}) and for the non-canonical bases: the TAP-C ${ }^{5}$ ( $-19.1 \mathrm{~kJ} / \mathrm{mol}$ \{vacuum \}, $-32.5 \mathrm{~kJ} / \mathrm{mol}$ \{water\}) and BA-C ${ }^{5}(-55.6 \mathrm{~kJ} / \mathrm{mol}\{$ vacuum $\},-42.8 \mathrm{~kJ} / \mathrm{mol}$ \{water\}).
ii) The formation of glyceric acid nucleosides (Figure 3.17) is unfavored for all canonical and non-canonical RUs with highly positive values in both environments that reach the $94.9 \mathrm{kj} / \mathrm{mol}(21 \mathrm{kcal} / \mathrm{mol})$ for the CA. The only exception is similarly to other TCs the formation of BA-C ${ }^{5}$ nucleosides in vacuum but the energy is only $-9.1 \mathrm{~kJ} / \mathrm{mol}$ which is within the error of the DFT method used.
iii) The condensation reaction of the acetylated derivatives of canonical and noncanonical nucleobases with AEG (Figure 3.18) is thermodynamically favored in aqueous environment for all cases but not in vacuum. The most favored reactions are for the AEG-A (-19.4 kJ/mol), AEG-C ( $-22.3 \mathrm{~kJ} / \mathrm{mol}$ ) and AEG-N ${ }^{1}$-BA ( -17.9 $\mathrm{kJ} / \mathrm{mol}$ ) nucleosides.

These three last results support the idea that maybe the first TCs may have been different than ribose or not even a sugar. There have been theories proposing the possible existence of a "RiboNucleoProtein (RNP) world" instead of an "RNA world" [113]. This topic was widely discussed in an special issue of Life with 17 publications dedicated to discuss the origins and evolution of RNA and the "RNA world" hypothesis. Carter and coworkers [114] discussed this hypothesis on the basis of a coexistence between both polynucleotides (as storage of information) and polypeptides (as cofactors with catalytic activity) to complement the formation of RNA in the evolutionary process. Also, in support of the RNP theory Smith et al. [115] address the fact that some proteins can store information and catalyze the synthesis of other proteins. Wächtershäuser [116] argued against the "Strong RNA World" hypothesis analyzing reactions that require metals as catalyzers and hypotheses that until this type of chemistry was well defined in the prebiotic world non of the processes invoked by the "RNA world" theory could have happened. Additionally, it has been reported that the components of aegRNA can be synthesized in prebiotic conditions [117].

AEG nucleosides can create PNA polymers and there is not need for a phosphate group, since the monomers can polymerize through peptide bonds which are also favorable in potential prebiotic conditions avoiding possible repulsive forces of electrostatic nature and the single PNA strands can cross-pair with DNA and RNA [34, 118, 32, 119, 33].

Taking into consideration this evidence our results for the AEG nucleosides further support the idea of aegPNAs or GNA building blocks as precursors of today's nucleosides for an aqueous


Figure 3.16 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 noncanonical glycerol nucleosides. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 3.17 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 5 canonical and 6 noncanonical glyceric acid nucleosides. (Top) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d$, $p$ ) in aqueous medium using the IEFPCM solvation model.
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Figure 3.18 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis, leading to the 11 PNA nucleosides between AEG and the 5 canonical acetylated bases (RUs-Ac): A (adenine- $\mathrm{N}^{9}-\mathrm{Ac}$ ), G(guanine- $\mathrm{N}^{9}-\mathrm{Ac}$ ), C (cytosine- $\mathrm{N}^{1}-\mathrm{Ac}$ ), T (thymine- $\mathrm{N}^{1}-\mathrm{Ac}$ ), U (uracil- $\mathrm{N}^{1}-\mathrm{Ac}$ ) and 6 non-canonical RUs-Ac: TAP-C ${ }^{5}$ (2, 4, 6-triaminopyrimidine-C ${ }^{5}$-Ac), TAP-N (2, 4, 6-triaminopyrimidine- $\mathrm{N}^{4}-\mathrm{Ac}$ ), BA-C ${ }^{5}$ (barbituric acid-C ${ }^{5}-\mathrm{Ac}$ ), BA-N (barbituric acid- ${ }^{1}-\mathrm{Ac}$ ), CA (cyanuric acid- $\mathrm{N}^{5}$ Ac ) and MM (melamine-N-Ac). (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
environment that may have disfavor the thermodynamic synthesis of ribose nucleosides.
If this hypothesis can be proven experimentally, then an obvious next question emerges: how the building blocks of PNA and GNA transitioned to today's nucleosides(tides)? One accepted theory is that their strands can participate in template-directed reactions since they both can create hybrid double stranded helixes with DNA and/or RNA [29, 120] [34, 118, 32, 119, 33].

Another possibility could be that single AEG or glycerol nucleosides(tides) could have served as scaffold for the glycosylation and phosphorylation of the canonical components of today's nucleotides. Supporting this idea, Nature has left us a clue hidden in our own genetic material: the "transfer-RNA (tRNA)". tRNA can create polypeptides by transferring an amino acid bonded to a C3'-terminal of one of the tRNA strands to the nascent polypeptide chain in the peptidyl transferase center of ribosomal RNA (rRNA) [121, 122, 123, 124].

A recent study by Suárez-Marina and coworkers [125] has shown that canonical nucleosides and nucleotides can be synthesized through condensation reactions of their components in dehydrating conditions in the presence of glycine. Their study showed that glycine can react with the canonical bases and direct the glycosylation to the correct site with the ribose-5'-monophosphate.

Hirakawa and coworkers (Hcw) [126] have been able to synthesize ribose-5'-phosphate in the presence of urea, borate $\left(\mathrm{BO}_{3}^{-3}\right)$ and phosphate ions in heating conditions at $80^{\circ} \mathrm{C}$ for 24 hrs . The product was obtained in a $22 \%$ yield after removing by acid hydrolysis the excess of reactants, the borate and urea. Hcw cleverly combined the use of borate to overcome the "asphalt problem" [2] derived from the formose reaction for the synthesis of ribose. The use of $\mathrm{BO}_{3}{ }^{-3}$ was initially proposed by Ricardo and coworkers [2, 127] that proved that pentoses can be synthesized and stabilized in the presence of borates.

What if it can be possible to combine all these methods in the presence of a AEG or glycerol nucleoside as scaffold to further assist the condensation reactions between ribose, canonical bases and phosphate and stabilize the product by $\pi-\pi$ stacking interactions? Suggestive as this hypothesis may be it will require further validation in the laboratory and theoretical calculations.

### 3.4.4 Circular statistics analysis on the conformation of the RU around the glycosidic bond

The canonical bases can adopt two preferential conformations around the torsion angle $\chi$ that involves the glycosidic bond in the nucleosides(tides) present in A-, B-, Z-DNAs and RNAs of biological importance. These conformations are syn $\left(\chi=90^{\circ}-270^{\circ}\right)$ where for canonical bases the N3 of purines or the H6 of pyrimidines occupy the same plane of the C5' in the sugar or anti ( $\chi$ $=0^{\circ}-90^{\circ}$ and $270^{\circ}-360^{\circ}$ ) where the previous atoms occupy the opposite plane [128, 129].

Some previous experimental and theoretical studies have shown that the anti-conformation prevails since can be more energetically favored in the building blocks of most A- and B-DNAs double helixes [130, 131], e.g., the syn conformation can be thermodynamically disadvantageous by a marginal $5.0 \mathrm{~kJ} / \mathrm{mol}$ for free purine nucleotides [130] and in secondary double helixes by 10.0 $\mathrm{kJ} / \mathrm{mol}$ [132].

Sokoloski and coworkers (Scw) [133] analyzed in their paper from 2011 the base conformation in 51 RNAs of biological interest to understand the importance of syn-conformations in the stabilization of the 3D structure and folding of NAs. The authors argued that building blocks with syn conformation play an important role in the stabilization and folding of complex structures (triplex, quadruplex, loops, bulges) of NAs since it can create a more compact structure.

In their analysis, Scw excluded crystal structures with a resolution $>3 \AA$ and their found that for all the 51 RNA structures (7311 nucleobases) $4.2 \%$ had a syn conformation, meanwhile $93.8 \%$ had an anti. From those the anti-conformations prevailed in stacking ( $87 \%$ ) and base pairing ( $81 \%$ ) interactions, meanwhile syn conformations were predominant in tertiary stacking ( $74 \%$ ) and tertiary base-pairing (93\%).

Figures 3.19-3.23 represent the circular frequency histograms (rose diagrams) for the distribution of the torsion angle $\chi$ that defines the rotation of the RUs around the TCs in canonical, non-canonical and both types of nucleosides combined (see Table A6 for the value of $\chi$ in the different nucleosides).

An analysis of the RUs' conformations around the $\alpha$ - and $\beta$-configuration of the 2 dRibf (Figure 3.19) show that the canonical bases in vacuum predominate in the syn conformation in both $\beta$ - and $\alpha$-configurations, meanwhile there is an equal distribution of syn:anti (1:1) in implicit
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Figure 3.19 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical (A, G, C, T and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around 2 dRibf . The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G(d, $p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
water. The non-canonical nucleosides have a higher frequency of a syn-conformation in both environments and anomeric forms and overall, all the nucleosides also prefer the syn-conformation.

Figure 3.20 shows that both anomers of the canonical Ribf nucleosides in vacuum prefer an anti-conformation, while the opposite is observed in aqueous environment. For the non-
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Figure 3.20 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical (A, G, C, T and U ) and the 6 non-canonical (TAP- ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around Ribf. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G $(d$, $p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
canonical nucleosides the syn conformers are more frequent in both vacuum and implicit solvation and overall all RUs in the Ribf nucleosides are more prompted to have an anti-conformation in vacuum and syn in aqueous environment.

In the case of the Tho nucleosides (Figure 3.21) both anomers of the canonical bases tend to be in a syn position with more frequency in vacuum, meanwhile in implicit solvation the $\beta$ anomers are more frequent in the anti-conformation and the $\alpha$-anomers are more frequent in the syn conformation. The non-canonical nucleosides in vacuum have more anti-conformations for the $\beta$-anomers and syn for the $\alpha$-configuration. In implicit solvation both anomers have more synconformations. In general, all nucleosides have a higher count of anti-conformations for both anomers in vacuum and in aqueous solution more syn conformations for the $\alpha$-anomer and equal distribution of syn:anti for the $\beta$-counterpart.

In the case of nucleosides with 2dRib (Figure 3.22) most of the canonical bases in vacuum have a preferential anti-conformation for both anomers, meanwhile in water both anomers are almost equally distributed in both conformation. The $\beta$-anomers of the non-canonical bases in vacuum are more frequent in the anti-conformation, meanwhile the $\alpha$-counterparts prefer the synconformation. In water both anomers are more frequent in the syn-conformation. In general, all $\beta$ nucleosides in vacuum have a higher probability for an anti-conformation and the $\alpha$-counterparts for the syn conformation. In aqueous environment there is equal preference for either RU conformation in the $\beta$-anomer and the $\alpha$-configuration prefers the syn.

The canonical nucleosides containing Rib (Figure 3.23) in vacuum prefer the anti-conformation in both anomeric configurations and both environments. The $\beta$-non-canonical nucleosides in vacuum are more frequently found in the syn position related to the Rib, meanwhile anti is more frequent for the $\alpha$-anomers. In implicit solvation there are equal distributions of syn and anti for both anomers. For all nucleosides the frequency of both anomers in the anti-conformers in both environments are higher than the syn counterparts.

Our data agrees to a certain extent with the statistical analysis from Scw [133] regarding the canonical Ribf nucleosides in vacuum. It is important to outline that the general knowledge on the preferential anti conformation of the base around the sugar ribose has been a generalization from the analysis of nucleotides (not nucleosides) as monomers or as part of the polymeric structures of nucleic acids. Nevertheless, Scw proved that there are structural factors that justify the existence of the syn conformation, mostly in the folding of highly complex RNAs.
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Figure 3.21 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical (A, G, C, T and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around Tho. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G $(d$, $p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
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Figure 3.22 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical (A, G, C, T and U ) and the 6 non-canonical (TAP- ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around 2 dRib . The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G( $d$, $p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
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Figure 3.23 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the TC-RU glycosidic bond that defines the RU's conformation of the 5 canonical (A, G, C, T and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA-N, CA and MM) RUs around Rib. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G(d, $p$ ) in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.

With respect to the non-canonical Ribf nucleosides we must compare our results to the ones obtained by Kaur and coworkers [76, 77]. The authors analyzed the torsion profiles for the rotation of the $\alpha$ - and $\beta$-anomers of the TAP-C ${ }^{5}$ glycosylated, BA-C ${ }^{5}$, CA and MM around the Ribf by rotating the torsion angle from $0^{\circ}$ to $360^{\circ}$ every $10^{\circ}$. After full-optimizations of the local minima of each PES they found that most global minima had an anti-conformation around the Ribf. In our study we used the same atom definitions for the glycosidic bond but exploring the surface only by $60^{\circ}$ steps and optimizing at a higher DFT level. We found that in our cases there is a slight predominance of the syn-conformation for both anomers of the non-canonical Ribf nucleosides. Additionally, in our case we considered different initial puckering conformations ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ for the Ribf.

### 3.4.5 Sugar puckering parameters in furanose and pyranose TCs and associated nucleosides

The concept of puckering was first introduced by Kilpatrick et al. [98]. In the Kilpatrick's method the puckering conformations of pentagonal rings were determined by estimating the out-of-plane displacements for the ring atoms from the least square plane, but this description is only mathematical and does not consider the irregularities of a 5-MR sugar and the effects of axial and equatorial substituents.

Altona and Sundaralingam (AS) [101] circumvented the generalized character of Kilpatrick's model by obtaining two analytical expressions for a phase angle $(P)$ and maximum puckering amplitude $\left(\psi_{m}\right) . P$ and $\psi_{m}$ were deduced from 5 endocyclic angles in a set of $\beta$ nucleosides and nucleotides. Although, the Altona's method has been widely used in the literature for analyzing the puckering of ribose $[100,134]$ it has two main disadvantages: it depends on which atoms and in which order are selected as part of the torsion angles, besides it was only developed for 5-MRs [135].

Cremer-Pople (CP) developed in 1976 [56] their generalized puckering parameters that relied on the cartesian coordinates ( $x_{\mathrm{i}}, y_{\mathrm{i}}$ and $z_{\mathrm{i}}$ ) of the ring atoms. These parameters are the phase angle $\left(\phi_{2}\right)$ and the radial $q_{2}$ for 5-MRs and $\phi_{2}, q_{2}$ and $q_{3}$ for 6-MR. $q_{2}$ and $q_{3}$ can be transformed in the total puckering amplitude $(Q)$. For pyranose rings the CP coordinates can be interconverted in
the polar coordinates: zenithal and azimuthal angles ( $\phi_{2}$ and $\theta$ ) and the radial total puckering amplitude ( $Q$ ) [56].

The CP puckering parameters define 20 (10 envelopes and 10 twists) puckering conformations for 5-MRs and 38 6-MR forms; 2 chairs, 6 boats, 6 twist/skew boats, 12 half-chairs and 12 envelopes [136].

The phase angle $\phi_{2}$ defines the sugar puckering around the 5-MR of furanose sugars. Figures 3.25-3.27 show the rose diagrams for the distribution of $\phi_{2}$ in canonical and non-canonical nucleosides in their $\alpha$ - and $\beta$-configurations. The diagram of Figure 3.24 shows the $\phi_{2}$ values and the ideal twist conformations are in the vicinity of $90^{\circ}$ for the ${ }^{2} \mathrm{~T}_{3}$ and around $180^{\circ}$ for the ${ }^{3} \mathrm{~T}_{2}$ (see Table A7 for the $\phi_{2}$ and $Q$ values in each nucleoside).

Figure 3.25 shows that for the 2 dRibf nucleosides with canonical bases in vacuum the $\beta$ anomers have similar distributions between $0^{\circ}\left({ }^{\circ} \mathrm{E}\right)$ and $108^{\circ}\left({ }^{\circ} \mathrm{T}_{1}\right)$ and $288^{\circ}-360^{\circ}$ with an unclear preference for a specific puckering. The $\alpha$-anomers show a preference for a puckering between $0^{0}$ $\left({ }^{0} \mathrm{E}\right)$ and $18^{\circ}\left({ }^{0} \mathrm{~T}_{1}\right)$. For the same nucleosides in implicit solvation the $\beta$-anomers have conformations around different $\phi_{2}$ values including $90^{\circ}\left({ }^{2} \mathrm{~T}_{3}\right)-108^{\circ}\left(\mathrm{E}_{3}\right)$. The $\alpha$-anomers also have sugar puckering around different $\phi_{2}$ values.

The non-canonical $\beta$-nucleosides in vacuum have different puckering but in implicit solvation there is a slight preference for $90^{\circ}\left({ }^{2} \mathrm{~T}_{3}\right)-108^{\circ}\left(\mathrm{E}_{3}\right)$. The $\alpha$-anomers have different puckering in vacuum but in water there are 5 structures with puckering conformations around $126^{\circ}$ $\left({ }^{4} \mathrm{~T}_{3}\right)-144^{0}\left({ }^{4} \mathrm{E}\right)$ and 4 nucleosides between $288^{\circ}\left({ }^{3} \mathrm{E}\right)-306^{0}\left({ }^{3} \mathrm{~T}_{4}\right)$. Overall, all $\alpha$-nucleosides in vacuum have a preference for the $0^{0}\left({ }^{0} \mathrm{E}\right)$ and $18^{0}\left({ }^{0} \mathrm{~T}_{1}\right)$ puckering, meanwhile the $\beta$-counterparts have a less clear preference. In aqueous environment the $\beta$-anomers have a preference for the $90^{\circ}$ $\left({ }^{2} \mathrm{~T}_{3}\right)-108^{0}\left(\mathrm{E}_{3}\right)$ range with 7 structures, meanwhile the $\alpha$-counterparts have 8 nucleosides in the $126^{0}\left({ }^{4} \mathrm{~T}_{3}\right)-144^{0}\left({ }^{4} \mathrm{E}\right)$.

A similar analysis of Figure $\mathbf{3 . 2 6}$ shows the preferential puckering of the canonical and noncanonical $\beta$ - and $\alpha$-anomers of Ribf nucleosides. The $\beta$-anomers of canonical nucleosides in vacuum have a preference for $54^{\circ}\left({ }^{2} \mathrm{~T}_{1}\right)-72^{\circ}\left({ }^{2} \mathrm{E}\right)$ puckering, while the $\alpha$-anomer has different puckering around $0^{\circ}-90^{\circ}$ and $288^{\circ}-324^{\circ}$. In aqueous environment the $\beta$-anomer has 4 nucleosides in the $54^{\circ}\left({ }^{2} \mathrm{~T}_{1}\right)-72^{\circ}\left({ }^{2} \mathrm{E}\right)$ range meanwhile the $\alpha$-anomer preferred puckering between $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ $306^{0}\left({ }^{3} \mathrm{~T}_{4}\right)$.


Figure 3.24 Sugar ring conformations for the furanose (5-MR) sugars [137, 138, 139] accordingly to the Cremer-Pople (CP) phase angle $\phi_{2}$. The preferential conformations ${ }^{2} \mathrm{~T}_{3}(\mathrm{C} 2$ '-endo-C3'-exo) and ${ }^{3} \mathrm{~T}_{2}$ (C2'-exo-C3'-endo) are colored in blue. E: east, T: twist.


Figure 3.25 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR puckering conformation for the 2 dRibf . The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\phi_{2}$ in $\left({ }^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue ones represent the $\alpha$-counterparts for the different nucleosides. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 3.26 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR puckering conformation for the Ribf. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\phi_{2}$ in $\left(^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue ones represent the $\alpha$-counterparts for the different nucleosides. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.

In vacuum, the $\beta$-anomers of the non-canonical nucleosides have a distribution of puckerings between $0^{\circ}\left({ }^{0} \mathrm{E}\right)-90^{\circ}\left({ }^{2} \mathrm{~T}_{3}\right)$ and $306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)-360^{\circ}\left({ }^{\circ} \mathrm{E}\right)$, meanwhile the $\alpha$-anomers have a clear preference for the $288^{\circ}\left({ }^{3} \mathrm{E}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$. In implicit solvation, the $\beta$-anomers populate the puckering in the $0^{\circ}\left({ }^{0} \mathrm{E}\right)-90^{\circ}\left({ }^{2} \mathrm{~T}_{3}\right)$ and $306^{0}\left({ }^{3} \mathrm{~T}_{4}\right)-360^{\circ}\left({ }^{0} \mathrm{E}\right)$. The $\alpha$-anomers have a preference for sugar ring conformations between $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ and $288^{\circ}\left({ }^{3} \mathrm{E}\right)$.

Taking a look at all the nucleosides in vacuum the $\beta$-anomers have 9 nucleosides with sugar puckering between $54^{\circ}\left({ }^{2} \mathrm{~T}_{1}\right)-72^{\circ}\left({ }^{2} \mathrm{E}\right)$ and the $\alpha$-anomers have 9 conformers between $288^{\circ}\left({ }^{3} \mathrm{E}\right)-$ $306^{0}\left({ }^{3} \mathrm{~T}_{4}\right)$. Considering implicit solvation the $\beta$-anomers followed a similar preference to the ones in vacuum and the $\alpha$-anomers preferred the puckering between $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ and $306^{0}\left({ }^{3} \mathrm{~T}_{4}\right)$.

Figure 3.27 shows that the $\beta$-anomers in vacuum for either canonical, non-canonical and all Tho nucleosides preferred two main puckering ranges: $108^{\circ}\left(\mathrm{E}_{3}\right)-126^{\circ}\left({ }^{4} \mathrm{~T}_{3}\right)$ and $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ $288^{\circ}\left({ }^{3} \mathrm{E}\right)$. The $\alpha$-anomers in vacuum have in all cases different distributions of sugar ring puckering with the highest counts between $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$.

In aqueous solution the $\beta$-anomers of the Tho canonical nucleosides have different distributions in the $126^{\circ}\left({ }^{4} \mathrm{~T}_{3}\right)-288^{\circ}\left({ }^{3} \mathrm{E}\right)$, meanwhile the $\alpha$-anomers have 8 structures between $126^{\circ}$ $\left({ }^{4} \mathrm{~T}_{3}\right)-144^{0}\left({ }^{4} \mathrm{E}\right)$.

In the case of the non-canonical nucleosides optimized using the IEFPCM model the $\beta$ anomers have 4 structures in the $108^{\circ}\left(\mathrm{E}_{3}\right)-126^{\circ}\left({ }^{4} \mathrm{~T}_{3}\right)$ and the $306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)-324^{\circ}\left(\mathrm{E}_{4}\right)$ respectively , meanwhile the $\alpha$-anomers have the higher count between the $126^{0}\left({ }^{4} \mathrm{~T}_{3}\right)-144^{0}\left({ }^{4} \mathrm{E}\right)$ sugar puckering conformations.

For all the nucleosides the $\beta$-anomers have different distributions meanwhile the $\alpha$ counterparts are more frequent to have the puckering of the threose ring between the $126^{0}\left({ }^{4} \mathrm{~T}_{3}\right)$ $144^{0}\left({ }^{4} \mathrm{E}\right)$ conformations.

Figure 3.28 shows that the preferential conformations for 6-MR are the chairs ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$.
Figures 3.29-3.30 show the 2 D kernel density probability surfaces as a function of the phase angles $\phi$ and $\theta$ for the puckering of the P-forms of the canonical and non-canonical 2dRib and Rib nucleosides. Areas in darker blue represent concentration (high Kernel density probability) of similar P-form puckering for the sugar in the different nucleosides (see Table A8 for $\phi, \theta$ and $Q$ values).

A glance at Figure 3.29 reveals that the $\beta$-anomer of all nucleosides have a high probability around the ${ }^{4} \mathrm{C}_{1}\left(\phi=0^{\circ}\right.$ and $\left.\theta=0^{\circ}\right)$ and around the ${ }^{3} \mathrm{H}_{4}\left(\varphi_{2}=30^{\circ}\right.$ and $\left.\theta=135^{\circ}\right)-{ }^{5} \mathrm{E}\left(\varphi_{2}=120^{\circ}\right.$ and

## Canonical RUs


( $\bar{\phi}_{2}=118.0^{\circ} \pm 91.6^{\circ}$ )
Non-canonical RUs


All RUs

( $\bar{\phi}_{2}=143.8^{\circ} \pm 83.2^{\circ}$ )


Figure 3.27 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR puckering conformation for the Tho. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\phi_{2}$ in $\left({ }^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue ones represent the $\alpha$-counterparts for the different nucleosides. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 3.28 Sugar ring conformations for the pyranose (6-MR) sugars accordingly to the CP polar coordinates $\phi$ (zenithal angle), $\theta$ (azimuthal angle) and $Q$ (total puckering amplitude) [139]. The preferential chair conformations ${ }^{4} \mathrm{C}_{1}$ and ${ }^{1} \mathrm{C}_{4}$ are colored in blue. C: chair, B: boat, S: twist/skew boat, H: half-chair, E: envelope.


Figure 3.29 Mercator projection of the kernel density probability and scatter plot for the distribution of the values for the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the $6-\mathrm{MR} \beta$ - and $\alpha$-2dRib. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 3.30 Mercator projection of the kernel density probability and scatter plot for the distribution of the values for the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the 6-MR $\beta$ - and $\alpha$-Rib. (Top) B3LYP/6-311++G( $d$, $p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.
$\theta=135^{\circ}$ ) in both environments. ${ }^{4} \mathrm{C}_{1}$ is one of the preferential puckering conformations of 6-MRs. In the case of the $\alpha$-anomers they are mostly found in the ${ }^{3} \mathrm{H}_{4}\left(\varphi_{2}=30^{\circ}\right.$ and $\left.\theta=135^{\circ}\right)-{ }^{5} \mathrm{E}\left(\varphi_{2}=\right.$ $120^{\circ}$ and $\left.\theta=135^{\circ}\right)$ and in the ${ }^{4} \mathrm{E}\left(\varphi_{2}=-120^{\circ}\right.$ and $\left.\theta=45^{\circ}\right)-{ }^{\circ} \mathrm{H}_{5}\left(\varphi_{2}=-30^{\circ}\right.$ and $\left.\theta=45^{\circ}\right)$ puckering conformations.

Figure 3.30 shows a similar plot to the previous one but for the canonical and non-canonical Rib nucleosides. In this case both anomers of all nucleosides in both environments populate the ${ }^{4} \mathrm{C}_{1}$ region. The $\alpha$-anomers also can populate in a certain extend the ${ }^{1} \mathrm{H}_{0}\left(\varphi_{2}=-150^{\circ}\right.$ and $\left.\theta=135^{\circ}\right)$ $-\mathrm{E}_{2}\left(\varphi_{2}=-60^{\circ}\right.$ and $\left.\theta=135^{\circ}\right)$ ring conformations.

### 3.4.6 Computational modeling of the selection of $T$ for DNA and $U$ for RNA

A well known difference between DNA and RNA is the substitution of T in the first one by U in the ribonucleic acids [128]. The genetic misplace of U in DNA is common since the DNA polymerase enzyme responsible for the replication of DNA does not discriminate between T and U [140].

The substitution of T by U in DNA is a genetic error that can appear in DNA as a product of the deamination (type of genetic damage) of CMP or by replacing T by U during the replication process [140, 141]. The first mechanism can generate $\mathrm{U}: \mathrm{G}$ complementary base pairing which is stable. There are repairing and prevention mechanisms to correct this error.

The incorporation of U in DNA can be prevented by dUTP nucleotidohydrolase (dUTPase) or repaired by uracil-N-glycosylase (UDG) [140].

Uracil-excision involves the participation of UDG that deletes $U$ from the genetic code [142]. If this error is not fixed eventually it will become a genetic mutation after two replications [143].
dUTPase on the other hand, hydrolyzes dUTP into dUMP and pyrophosphate to reduce the availability of dUTP for DNA polymerase in the replication process [141].

Even when the previously discussed repair and prevention mechanism exist there are bacteria and viruses that contain a genetic code with U-DNA, e.g., in the Phosphate Buffered Saline (PBS) from Bacillus subtilis [144]. This may suggest the possibility that maybe the first DNAs contained a mixture of U and T nucleotides.

Poole and coworkers (Pcw) [145] discussed the replacement of U by T in DNA on the basis
of the evolutionary substitution of one base by the other by proto-enzymes. Pcw argued that this may have been a way for Nature to discriminate and repair cytosine deamination, otherwise if the genetic code would have $U$ it would has been impossible to separate $U$ that comes from the transformation of C.

Lesk and coworkers (Lcw) [146] further discussed this matter on the basis of the higher photostability and resistance to photodamage by UV radiation for T compared to U. Hence, Nature may have chosen T to preserve the genetic information.

In addition to the Pcw and Lcw studies, the following question still remains: could we explain the selection of T by DNA and $U$ by RNA based in the thermodynamics (energetic stability) of the T and U nucleosides? A confirmation of this hypothesis could mean that beyond considering UV-light as a selection factor in early times and if everything started with RNA in a protein-free prebiotic scenario the energetic stability of the building blocks of T and U may have contributed to their incorporation later on in the biopolymeric nucleic acids.

In order to answer the previous posed question thermodynamic quantities are estimated at the B3LYP/6-311++G $(d, p)$ level for a sugar-exchange reaction between the $\beta$ - and $\alpha$-anomers of the "correct" uridine (rU) and D-2'-(deoxy)thymidine (dT) and the "wrong" D-2'-(deoxy)uridine (dU) and thymidine (rT) in the furanoses 2dRibf, Ribf and pyranoses 2dRib and Rib (see Figure 3.31).

Similar to the theoretical study published in 2022 [57] two different types of sugarexchange reactions are considered:
$\beta-\mathrm{rT}+\beta-\mathrm{dU} \rightarrow \beta-\mathrm{dT}+\beta-\mathrm{rU}$
and
$\alpha-\mathrm{rT}+\alpha-\mathrm{dU} \rightarrow \alpha-\mathrm{dT}+\alpha-\mathrm{rU}$

In addition to this, all possible combinations that include the initial sugar puckering conformations ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ for the furanoses and ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$ for the pyranoses are considered. Hence, 64 sugar-exchange reactions were modeled in vacuum and implicit solvation respectively.

Table A9 in the Appendices section shows the estimated thermodynamic parameters for the different reactions and it can be noticed that for the nucleosides with the sugar in the F-form conformations all $\Delta G^{\circ}$ values are within the intrinsic error for the DFT method used not given a clear picture on which nucleosides pair is preferred. Meanwhile for the T and U nucleosides with a P-form some exceptions are found with $\Delta \boldsymbol{G}^{\circ}<0$ (correct pair favored) and $\Delta G^{\circ}>0$ (incorrect pairs preferred). In vacuum the most negative values for $\Delta G^{\circ}$ are obtained in the $\beta$-configuration for the reaction: $\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU} \rightarrow \beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\left(\Delta G^{\circ}=-45.8 \mathrm{~kJ} / \mathrm{mol}\right.$ in vacuum $)$ and the most positive $\Delta G^{\circ}$ is obtained also for the $\beta$-configuration for the sugar exchange reaction: $\beta$ ${ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU} \rightarrow \beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\left(\Delta \boldsymbol{G}^{\circ}=45.7 \mathrm{~kJ} / \mathrm{mol}\right)$. In aqueous environment the most negative values were obtained for the $\alpha$-configuration and the reaction: $\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha_{-}{ }^{1} \mathrm{C}_{4}-\mathrm{rU} \rightarrow \alpha-$ ${ }^{4} \mathrm{C}_{1}-\mathrm{rT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}(-54.1 \mathrm{~kJ} / \mathrm{mol})$, meanwhile the most positive values were observed for the reaction $\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU} \rightarrow \alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}(52.4 \mathrm{~kJ} / \mathrm{mol})$.

These results show that when considering the sugar ring puckering the sugar exchange reaction favours the "correct" dT , rU in the $\beta$-anomer in vacuum and the $\alpha$-configuration in implicit solvation. If there were proto-nucleosides with specific puckering for the pyranose rings in the prebiotic Earth they could have led through mutarotation to the correct $d T$ and $r U$ with furanose rings that eventually were incorporated in the RNA and DNA.
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Figure 3.31 Natural and un-natural T, U nucleosides. The predominant form occurring in nature is 2'-deoxythymidine (dRibf-T) and uridine (Ribf-U) occurring in DNA and RNA respectively. The minor forms, i.e., thymidine (Ribf-T) 2'-deoxyuridine (dRibf-U) which are not normally incorporated in RNA and DNA, respectively. The four figures at the bottom represent the nucleosides but with the pyranose ring (2dRibT, Rib-U, Rib-T and 2dRib-U), also un-natural. See text and Table A9. (The star (*) denotes the anomeric center ( $\mathrm{Cl}^{\prime}$ ) of the sugar).

### 3.4 Conclusions

In the present chapter the thermodynamic plausibility for the selection of the $\beta$ - over the $\alpha$ anomers of canonical and non-canonical nucleosides has been studied using computational modeling at the DFT-B3LYP/6-311++G $(d, p)$ level of theory.

When comparing the thermodynamic stabilities of each 5-MR in their different puckering conformations with their pyranose-counterparts it is predicted that overall, the pyranose ring is more stable in both the $\beta$ - and the $\alpha$-anomer even when different puckering conformations were considered.

To compare the stabilities of both $\beta$ - and $\alpha$-anomers the pseudorotational equilibrium of the canonical and non-canonical nucleosides and the different anomer-exchange reactions were modeled. It can be concluded that overall there are not significant differences between both anomers or preferential displacement of the pseudorotational equilibrium for the nucleosides with the furanoses 2dRibf, Ribf and Tho. For the case of 2 dRib and Rib there is a more clear preference of puckering in the pseudorotation for the $\beta-{ }^{4} \mathrm{C}_{1}$ and the $\alpha-{ }^{1} \mathrm{C}_{4}$ conformations. In the case of the Rib nucleosides can be noticed that most of the nucleosides are more stable in their $\beta-{ }^{4} \mathrm{C}_{1}$ when comparing them with the $\alpha$-counterpart.

In general, the differences in energies for the pseudorotational equilibrium of both furanoses and pyranoses-containing nucleosides suggested a slight flexibility in favor of the furanoses which could have provided these nucleosides with an evolutionary advantage.

When analyzing if the different nucleosides could be obtain through a "classic" prebiotic synthesis it was noticed that for sugar-containing nucleosides it is predicted that the formation of the $\beta$-anomer of some canonical and mostly non-canonical nucleosides containing TAP-C ${ }^{4}$, $\mathrm{BA}-\mathrm{C}^{4}$ and MM is favored.

When analyzing the synthesis of non-sugar containing nucleosides it is observed that the formation of nucleosides containing glycerol and AEG are estimated as the most favorable to be synthesized across the board. This result suggests the possibility that maybe a "RNP or GNA world" preceded DNA and RNA reinforcing the idea of a proto-RNA with TCs different from ribofuranose or 2'-deoxyribofuranose.

When analyzing the preferential conformations of the different nucleosides it is concluded that most of their $\beta$ - and $\alpha$-anomers prefer the syn conformation around the furanose sugars,
meanwhile when a 2 dRib is present in vacuum the $\beta$-anomer prefers the anti-conformation meanwhile the $\alpha$-anomer is found more frequently in the syn- conformation. The opposite trend is found for the Rib.

An analysis using circular statistics of the distribution of the different sugar puckering conformations across the different nucleosides did not reveal a clear picture on which are the preferential puckering conformations in either canonical or non-canonical nucleosides.

The estimation of the thermodynamics for a sugar-exchange reaction between the right (dT and rU ) and wrong ( rT and dU ) nucleosides revealed that when a $6-\mathrm{MR}$ sugar is considered the combination of specific sugar puckering conformations favored the correct and incorrect pairs for the $\beta$-anomer in vacuum and for the $\alpha$-configuration in aqueous solution. This suggests the idea that maybe the selection of T for DNA and U for RNA came from proto-building blocks with a Pform.

It is important to clarify that the results presented in this chapter complement the theoretical studies previously published in the literature and constitute the initial step for a more complete theoretical understanding of the forces, specifically thermodynamics that may have determined the chemical nature of today's nucleic acids. Nevertheless we cannot disregard the relevance of other factors. Amount these factors are kinetics [147, 148, 149], pH [150], the catalytic effect of ions like $\mathrm{Mg}^{+}$[151] and $\mathrm{BO}_{3}^{-3}$ [152, 2, 127, 153, 4, 104], different solvents, e.g., formamide [154], urea $[126,106]$ and deep eutectic solvents [155]. Including solvation explicitly may also be tested since water molecules may create important interactions with the solutes that could influence the thermodynamics and kinetics of the formation of the building blocks of nucleic acids.

Nevertheless, the present study has shed a light on a more broader question on how Nature chose the building blocks of today's nucleic acids and provides theoretical evidence that supports the idea that the first nucleic acids may have been different than the contemporaneous ones with a variety of TCs, sugar puckering conformations and that the TAP and BA are suitable bases to be considered in the formation of potential prebiotic C-nucleosides.
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## Appendices

Table A1. Final unique PM7 optimized conformations ( $n$ ), number of conformers ( $n$ ') that contributed $\geq 50 \%$ to the partition function and their total contribution in $\%(Z)$ for the different $\alpha$ - and $\beta$-anomers of the canonical (2dRibf, Ribf) and noncanonical (2dRib, Rib, Tho, glycerol, glyceric acid and AEG: N-(2-aminoethyl)glycine) TCs in vacuum and in implicit solvation using the COSMO model.

| Component | $\underline{n}$ |  | $\underline{\underline{\prime}}$ |  | $\underline{Z}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | vac. ${ }^{(1)}$ | solv. ${ }^{(2)}$ | vac. | solv. | vac. | solv. |
| $\alpha_{-}{ }^{2} \mathrm{~T}_{3}{ }^{(9)}-2 \mathrm{dRibf}^{(3)}$ | 19 | 75 | 2 | 9 | 57.49 | 51.29 |
| $\alpha-{ }^{3} \mathrm{~T}_{2}{ }^{(10)}$-2dRibf | 18 | 79 | 2 | 5 | 51.14 | 53.82 |
| $\beta-{ }^{2} \mathrm{~T}_{3}{ }^{(11)}-2 \mathrm{dRibf}$ | 29 | 90 | 4 | 11 | 57.58 | 52.91 |
| $\beta-{ }^{3} \mathrm{~T}_{2}{ }^{(12)}-2 \mathrm{dRibf}$ | 19 | 77 | 3 | 6 | 60.13 | 52.22 |
| $\alpha-{ }^{2} \mathrm{~T}_{3}{ }^{(13)}-\mathrm{Ribf}^{(4)}$ | 33 | 160 | 3 | 13 | 54.40 | 52.22 |
| $\alpha-{ }^{3} \mathrm{~T}_{2}$-Ribf | 23 | 95 | 2 | 8 | 53.64 | 54.30 |
| $\beta-{ }^{2} \mathrm{~T}_{3}$-Ribf | 35 | 131 | 5 | 10 | 51.49 | 53.00 |
| $\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{Ribf}$ | 25 | 113 | 6 | 10 | 56.70 | 51.94 |
| $\alpha-{ }^{2} \mathrm{~T}_{3}$-Tho ${ }^{(5)}$ | 10 | 18 | 1 | 2 | 88.38 | 65.97 |
| $\alpha-{ }^{3} \mathrm{~T}_{2}$-Tho | 10 | 27 | 2 | 3 | 63.14 | 57.93 |
| $\beta-{ }^{2} \mathrm{~T}_{3}$-Tho | 6 | 14 | 1 | 1 | 72.51 | 55.77 |
| $\beta-{ }^{3} \mathrm{~T}_{2}$-Tho | 8 | 16 | 2 | 2 | 66.62 | 64.04 |
| $\alpha-{ }^{1} \mathrm{C}_{4}{ }^{(14)}-2 \mathrm{dRib}^{(6)}$ | 6 | 21 | 1 | 1 | 99.85 | 66.20 |
| $\alpha-{ }^{4} \mathrm{C}_{1}{ }^{(15)}-2 \mathrm{dRib}$ | 15 | 20 | 2 | 2 | 83.29 | 84.03 |
| $\beta-{ }^{1} \mathrm{C}_{4}{ }^{(16)}-2 \mathrm{dRib}$ | 14 | 15 | 2 | 1 | 91.39 | 52.12 |
| $\beta-{ }^{4} \mathrm{C}_{1}{ }^{(17)}-2 \mathrm{dRib}$ | 4 | 22 | 1 | 2 | 53.87 | 60.94 |
| $\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{Rib}^{(7)}$ | 10 | 14 | 2 | 3 | 62.65 | 52.86 |
| $\alpha-{ }^{4} \mathrm{C}_{1}$-Rib | 18 | 23 | 1 | 1 | 83.73 | 54.19 |
| $\beta-{ }^{1} \mathrm{C}_{4}$-Rib | 20 | 20 | 2 | 4 | 66.96 | 57.29 |
| $\beta-{ }^{4} \mathrm{C}_{1}$-Rib | 11 | 30 | 2 | 2 | 56.25 | 57.86 |
| Glycerol | 45 | 97 | 5 | 9 | 54.02 | 53.94 |
| Glyceric acid | 48 | 115 | 6 | 9 | 53.81 | 52.02 |
| $\mathrm{AEG}^{(8)}$ | 167 | 223 | 4 | 2 | 51.86 | 62.15 |

${ }^{(1)}$ Values of $n, n^{\prime}$ and $Z$ in vacuum at the PM7 level. ${ }^{(2)}$ Values of $n, n^{\prime}$ and $Z$ in implicit solvent using the COSMO model at the PM7 level. ${ }^{(3)} 2 \mathrm{dRibf}=2^{\prime}$-deoxyribofuranose. ${ }^{(4)} \mathrm{Ribf}=$ ribofuranose. ${ }^{(5)} \mathrm{Tho}=$ threofuranose. ${ }^{(6)} 2 \mathrm{dRib}=2^{\prime}-$ deoxyribopyranose. ${ }^{(7)} \mathrm{Rib}=$ ribopyranose. ${ }^{(8)} \mathrm{AEG}$ : N-(2-aminoethyl)glycine. ${ }^{(9)}{ }^{2} \mathrm{~T}_{3}$ (South or C2'-endo-C3'-exo) and ${ }^{(10)}{ }^{3} \mathrm{~T}_{2}$ (North or C2'-exo-C3'-endo) conformations for 5-MR sugars. ${ }^{(11) 1} \mathrm{C}_{4}$ and ${ }^{(12) 4} \mathrm{C}_{1}$ conformations for 6-MR sugars.

Table A2. Final unique PM7 optimized conformations ( $n$ ), number of conformers ( $n$ ') that contributed at least $50 \%$ to the partition function and their contribution in $\%$ $(Z)$ for the canonical (A, G, C, T), non-canonical RUs (TAP, BA, MM) and their acetylated derivatives represented as RU letter-position-Ac.

| Component | $\underline{n}$ |  | $\underline{\underline{n}}$ |  | $\underline{Z}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | vac. ${ }^{(1)}$ | solv. ${ }^{(2)}$ | vac. | solv. | vac. | solv. |
| $\mathrm{A}^{(3)}$ | 1 | 2 | 1 | 1 | 100 | 51.48 |
| $\mathrm{A}-\mathrm{N}^{9}-\mathrm{Ac}^{(12)}$ | 5 | 18 | 1 | 2 | 66.73 | 68.00 |
| $\mathrm{G}^{(4)}$ | 1 | 3 | 1 | 2 | 100 | 69.52 |
| G-N ${ }^{9}$-Ac | 12 | 31 | 2 | 4 | 60.18 | 61.32 |
| $\mathrm{C}^{(5)}$ | 2 | 5 | 1 | 3 | 51.41 | 64.10 |
| $\mathrm{C}-\mathrm{N}^{1}$ - Ac | 4 | 17 | 1 | 3 | 80.68 | 69.20 |
| $\mathrm{T}^{(6)}$ | 3 | 4 | 2 | 2 | 68.75 | 53.35 |
| T- ${ }^{1}$ - Ac | 10 | 19 | 2 | 3 | 51.90 | 62.61 |
| $\mathrm{U}^{(7)}-\mathrm{N}^{1}-\mathrm{Ac}$ | 3 | 15 | 1 | 2 | 74.89 | 51.52 |
| $\mathrm{TAP}^{(8)}$ | 1 | 3 | 1 | 2 | 100 | 68.84 |
| TAP-C ${ }^{5}$-Ac | 4 | 38 | 1 | 5 | 99.99 | 53.13 |
| TAP-N-Ac | 21 | 87 | 2 | 6 | 55.73 | 52.94 |
| $\mathrm{BA}^{(9)}$ | 3 | 3 | 1 | 2 | 58.94 | 78.43 |
| BA- $\mathrm{C}^{5}-\mathrm{Ac}$ | 13 | 36 | 1 | 3 | 96.90 | 58.36 |
| BA-N-Ac | 13 | 29 | 1 | 4 | 79.64 | 55.37 |
| $\mathrm{MM}^{(10)}$ | 2 | 4 | 1 | 2 | 57.74 | 53.40 |
| MM-N-Ac | 9 | 33 | 2 | 5 | 63.02 | 51.66 |
| $\mathrm{CA}^{(11)}-\mathrm{N}^{5}-\mathrm{Ac}$ | 5 | 13 | 1 | 2 | 72.15 | 62.17 |

${ }^{(1)}$ Values of $n, n^{\prime}$ and $Z$ in vacuum at the PM7 level. ${ }^{(2)}$ Values of $n, n^{\prime}$ and $Z$ in implicit solvent using the COSMO model at the PM7 level. ${ }^{(3)} \mathrm{A}=$ adenine. ${ }^{(4)} \mathrm{G}=$ guanine. ${ }^{(5)} \mathrm{C}=$ cytosine. ${ }^{(6)} \mathrm{T}=$ thymine. ${ }^{(7)} \mathrm{U}=$ uracil. ${ }^{(8)} \mathrm{TAP}=2,4,6$ triaminopyrimidine. ${ }^{(9)} \mathrm{BA}=$ barbituric acid. ${ }^{(10)} \mathrm{MM}=$ melamine. ${ }^{(11)} \mathrm{CA}=$ cyanuric acid. ${ }^{(12)} \mathrm{Ac}=$ acetyl group $\left(-\mathrm{CH}_{2^{-}}\right.$ COOH).

Table A3. Differences in energies between the canonical and non-canonical sugars with different sugar ring conformations in vacuum and in aqueous environment in $\mathrm{kJ} / \mathrm{mol}$ (equations. 3.1-3.6) for all sugar ring/anomer exchange reactions and the equilibrium of pseudorotation (see Figure 3.2). Included differences are between the total energies without $(\Delta E)$ and with zero-point vibrational correction (ZPE) ( $\left.\Delta E_{(\text {ZPE) }}\right)$, and the Gibbs energies $\Delta G^{\circ}$ at NPT conditions. The listed results were obtained at the DFT-B3LYP/6-311++G $(d, p)$ level. The IEFPCM solvation model has been used to generate the results incorporating aqueous solvation at the same level of theory.

|  | DNA \& RNA |  |  | $p$-DNA \& $p$-RNA |  |  | TNA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{TC}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | TC | vac. | solv. | TC | vac. | Solv. |
| $\Delta E_{1}$ | 2dRibf | -11.9 | -12.1 | 2 dRib | -8.61 | -1.41 | Tho | -2.9 | -10.0 |
| $\Delta E_{1(\text { ZPE })}$ |  | -13.3 | -13.5 |  | -10.17 | -2.96 |  | -3.7 | -10.9 |
| $\Delta G_{1}^{\circ}$ |  | -9.5 | -9.3 |  | -6.36 | 0.93 |  | -1.8 | -8.4 |
| $\Delta E_{1}$ | Ribf | -1.9 | -0.4 | Rib | 0.6 | 5.97 |  |  |  |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -3.0 | -0.2 |  | 0.61 | 5.87 |  |  |  |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | -0.3 |  | 0.89 | 6.21 |  |  |  |
| $\Delta E_{2}$ | 2 dRibf | 22.5 | 15.8 | 2 dRib | 10.98 | 4.32 | Tho | 13.3 | 47.5 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 24.0 | 17.0 |  | 12.86 | 5.96 |  | 13.9 | 47.9 |
| $\Delta G_{2}^{\circ}$ |  | 19.5 | 13.2 |  | 8.62 | 2.13 |  | 12.0 | 46.4 |
| $\Delta E_{2}$ | Ribf | 4.8 | 13.8 | Rib | -1.25 | 6.19 |  |  |  |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 6.1 | 14.2 |  | -0.26 | 7.4 |  |  |  |
| $\Delta G_{2}^{\circ}$ |  | 3.0 | 13.1 |  | -2.68 | 4.13 |  |  |  |
| $\Delta E_{3}$ | 2 dRibf | 2.1 | 1.2 | 2 dRib | 7.46 | 3.04 | Tho | 9.3 | 35.0 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 2.2 | 1.1 |  | 8.35 | 3.51 |  | 9.0 | 35.0 |
| $\Delta G_{3}^{\circ}$ |  | 2.1 | 1.0 |  | 6.53 | 2.51 |  | 9.7 | 34.5 |
| $\Delta E_{3}$ | Ribf | -6.2 | 3.8 | Rib | 0.77 | 9.06 |  |  |  |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -6.9 | 3.4 |  | 1.69 | 9.87 |  |  |  |
| $\Delta G_{3}^{\circ}$ |  | -4.0 | 4.8 |  | -0.52 | 7.35 |  |  |  |
| $\Delta E_{4}$ | 2 dRibf | 8.5 | 2.5 | 2 dRib | -5.09 | -0.13 | Tho | 1.1 | 2.5 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 8.6 | 2.4 |  | -5.66 | -0.51 |  | 1.2 | 2.1 |
| $\Delta G_{4}^{\circ}$ |  | 8.0 | 2.9 |  | -4.27 | 0.55 |  | 0.5 | 3.6 |
| $\Delta E_{4}$ | Ribf | 9.1 | 9.5 | Rib | -1.42 | 3.1 |  |  |  |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 9.9 | 10.6 |  | -1.34 | 3.4 |  |  |  |
| $\Delta G_{4}^{\circ}$ |  | 7.1 | 8.0 |  | -1.27 | 2.99 |  |  |  |
| $\Delta E_{5}$ | 2 dRibf | 10.6 | 3.7 | 2 dRib | 2.37 | 2.91 | Tho | 10.4 | 37.6 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 10.8 | 3.5 |  | 2.69 | 3.0 |  | 10.2 | 37.1 |
| $\Delta G_{5}^{\circ}$ |  | 10.1 | 3.9 |  | 2.26 | 3.06 |  | 10.2 | 38.0 |
| $\Delta E_{5}$ | Ribf | 2.9 | 13.3 | Rib | -0.65 | 12.16 |  |  |  |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 3.1 | 14.0 |  | 0.35 | 13.27 |  |  |  |


|  | DNA \& RNA |  |  | $p$-DNA \& $\boldsymbol{p}$-RNA |  |  | TNA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{TC}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | TC | vac. | solv. | TC | vac. | Solv. |
| $\Delta G_{5}^{\circ}$ |  | 3.1 | 12.8 |  | -1.79 | 10.34 |  |  |  |
| $\Delta E_{6}$ | 2 dRibf | 20.4 | 14.6 | 2 dRib | -3.52 | -1.28 | Tho | 4.0 | 12.5 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 21.9 | 15.9 |  | -4.51 | -2.45 |  | 4.9 | 13.0 |
| $\Delta G_{6}^{\circ}$ |  | 17.4 | 12.1 |  | -2.09 | 0.38 |  | 2.4 | 12.0 |
| $\Delta E_{6}$ | Ribf | 11.0 | 9.9 | Rib | 2.02 | 2.87 |  |  |  |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 12.9 | 10.8 |  | 1.95 | 2.47 |  |  |  |
| $\Delta G_{6}^{\circ}$ |  | 7.0 | 8.3 |  | 2.16 | 3.22 |  |  |  |

${ }^{(1)} \mathrm{TC}=$ unspecified Trifunctional Connector. ${ }^{(2)}$ Differences in $\Delta E, \Delta E_{(\text {ZPE })}$, and $\Delta G^{\circ}$ in vacuum at the DFT level. ${ }^{(3)}$ Differences in $\Delta E, \Delta E(\mathrm{ZPE})$, and $\Delta G^{\circ}$ in solvent.

Table A4. Differences between the energies in $\mathrm{kJ} / \mathrm{mol}$ for the most stable $\beta$ - and $\alpha$-anomers of the $2^{\prime}$ deoxy ( d ) or ribonucleosides in vacuum and in aqueous environment (equations 3.1-3.6). Included differences are between: The total energies without $\left(\Delta E_{\beta \alpha}\right)$ and with zero-point vibrational correction (ZPE) ( $\left.\Delta E_{(\text {ZPE }}\right)$, and Gibbs energies $\Delta G^{\circ}$ at NPT conditions. All results are obtained from DFT (B3LYP/6-311++G( $d, p$ )) calculations. The IEFPCM solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.

|  |  | 2dRibf |  | $\underline{\text { Ribf }}$ |  | Tho |  | $\underline{\text { 2dRib }}$ |  | $\underline{\text { Rib }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{1}$ | A | -2.3 | 15.9 | -1.6 | 1.6 | 28.9 | -11.2 | -2.0 | 1.3 | 2.1 | 12.1 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -2.4 | 17.8 | -1.7 | 1.7 | 29.9 | -13.3 | -2.6 | 0.4 | 1.0 | 10.6 |
| $\Delta G_{1}^{\circ}$ |  | -1.8 | 11.5 | -0.6 | 1.3 | 27.5 | -6.0 | -0.7 | 2.6 | 6.3 | 15.6 |
| $\Delta E_{1}$ | G | -2.4 | 0.0 | 0.6 | 2.1 | 20.5 | -8.1 | 3.2 | 9.6 | 10.4 | 16.4 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -2.6 | 0.0 | 0.7 | 2.0 | 21.1 | -9.4 | 2.7 | 8.5 | 9.9 | 15.2 |
| $\Delta G_{1}^{\circ}$ |  | -1.7 | 0.0 | 0.7 | 2.5 | 20.0 | -6.2 | 4.0 | 12.1 | 13.6 | 20.3 |
| $\Delta E_{1}$ | C | -2.6 | -9.0 | -6.4 | 1.4 | 18.4 | 5.9 | 1.9 | 7.3 | 12.2 | 21.1 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -2.7 | -11.1 | -7.0 | 1.5 | 19.0 | 5.9 | 1.7 | 7.1 | 11.3 | 18.0 |
| $\Delta G_{1}^{\circ}$ |  | -1.9 | 1.3 | -4.6 | 0.7 | 17.7 | 6.0 | 1.2 | 6.8 | 13.7 | 26.5 |
| $\Delta E_{1}$ | T | 3.2 | -5.1 | -6.4 | -0.3 | 16.6 | 6.0 | 10.2 | 20.2 | 19.5 | 28.0 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 1.7 | -6.7 | -6.8 | -0.4 | 16.8 | 6.1 | 8.9 | 18.9 | 18.7 | 25.8 |
| $\Delta G_{1}^{\circ}$ |  | 7.8 | -0.8 | -4.7 | -0.3 | 16.8 | 6.0 | 13.4 | 22.8 | 22.0 | 31.3 |
| $\Delta E_{1}$ | U | -2.6 | -4.3 | -6.6 | 1.9 | 17.8 | 5.9 | 11.2 | 18.6 | 21.2 | 28.4 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -2.7 | -6.0 | -7.0 | 2.0 | 17.9 | 6.0 | 9.9 | 17.6 | 20.4 | 27.0 |
| $\Delta G_{1}^{\circ}$ |  | -2.4 | 0.7 | -4.8 | 1.5 | 18.1 | 5.6 | 14.8 | 20.5 | 23.5 | 31.9 |
| $\Delta E_{1}$ | TAP-C5 | 4.8 | 1.4 | 11.6 | -6.1 | 14.9 | 4.0 | 21.0 | 28.6 | 21.7 | 24.8 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 4.0 | 1.0 | 9.8 | -5.6 | 14.0 | 3.9 | 18.8 | 26.0 | 21.2 | 23.5 |
| $\Delta G_{1}^{\circ}$ |  | 7.0 | 3.7 | 15.5 | -7.2 | 19.2 | 5.3 | 25.1 | 33.5 | 22.5 | 26.4 |
| $\Delta E_{1}$ | TAP-N | -1.7 | 0.0 | -11.5 | 1.7 | 5.5 | -0.0 | 8.9 | 16.4 | 5.1 | 11.8 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -1.9 | 0.0 | -11.4 | 0.8 | 4.1 | 0.1 | 7.9 | 15.5 | 6.2 | 12.0 |
| $\Delta G_{1}^{\circ}$ |  | -0.7 | 0.0 | -12.1 | 3.1 | 9.9 | -0.4 | 11.8 | 18.5 | 4.3 | 11.4 |
| $\Delta E_{1}$ | BA-C ${ }^{5}$ | -2.3 | -11.3 | 2.4 | 5.5 | 11.5 | 4.9 | 3.2 | 15.7 | 13.7 | 14.4 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -2.5 | -13.4 | 1.8 | 5.3 | 12.0 | 5.0 | 1.3 | 14.5 | 12.9 | 12.1 |
| $\Delta G_{1}^{\circ}$ |  | -1.4 | -6.2 | 3.3 | 6.3 | 10.8 | 4.9 | 7.2 | 17.8 | 16.3 | 17.6 |
| $\Delta E_{1}$ | BA-N | 3.1 | -7.2 | -2.2 | 1.6 | -1.4 | 5.4 | 12.2 | 11.4 | 4.7 | 9.8 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 3.3 | -8.8 | -2.5 | 1.7 | -2.5 | 5.5 | 11.6 | 10.9 | 4.1 | 7.9 |
| $\Delta G_{1}^{\circ}$ |  | 1.9 | -4.9 | -1.7 | 1.4 | 0.5 | 5.4 | 14.2 | 11.5 | 5.8 | 12.7 |
| $\Delta E_{1}$ | CA | -2.3 | 0.0 | -2.6 | 7.6 | 8.1 | 5.6 | 14.7 | 14.9 | 6.4 | 11.8 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -2.4 | 0.0 | -2.8 | 9.1 | 8.4 | 5.7 | 14.2 | 14.1 | 5.9 | 10.1 |
| $\Delta G_{1}^{\circ}$ |  | -1.8 | 0.0 | -2.1 | 3.5 | 8.0 | 5.5 | 16.5 | 17.3 | 7.6 | 14.5 |
| $\Delta E_{1}$ | MM | -2.4 | -0.8 | -0.9 | -1.4 | 8.2 | 5.9 | 4.0 | 22.5 | 21.0 | 26.2 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -2.6 | -2.8 | -1.0 | 0.3 | 7.6 | 6.0 | 4.1 | 21.4 | 20.0 | 24.9 |
| $\Delta G_{1}^{\circ}$ |  | -1.7 | 5.1 | -0.5 | -6.6 | 10.6 | 5.8 | 1.4 | 25.4 | 23.3 | 28.8 |


|  |  | $\underline{\text { 2dRibf }}$ |  | Ribf |  | Tho |  | 2dRib |  | $\underline{\text { Rib }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{2}$ | A | 7.5 | 2.3 | -10.6 | -6.3 | -13.7 | 15.3 | 2.7 | -3.8 | -17.8 | -14.5 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 6.9 | 0.6 | -10.4 | -6.4 | -15.3 | 16.3 | 4.5 | -1.6 | -17.4 | -13.5 |
| $\Delta G_{2}^{\circ}$ |  | 10.3 | 7.8 | -8.6 | -4.2 | -11.1 | 12.4 | -2.2 | -8.7 | -21.2 | -17.6 |
| $\Delta E_{2}$ | G | 14.6 | 9.5 | -15.8 | -3.4 | -8.5 | 8.1 | -3.3 | -11.3 | -19.5 | -14.5 |
| $\Delta E_{2(\text { ZPE })}$ |  | 14.8 | 8.3 | -15.7 | -3.5 | -9.7 | 8.2 | -1.5 | -9.7 | -19.2 | -13.9 |
| $\Delta G_{2}^{\circ}$ |  | 17.0 | 14.2 | -14.1 | -1.7 | -7.0 | 7.7 | -7.1 | -14.8 | -21.8 | -18.1 |
| $\Delta E_{2}$ | C | 21.6 | 17.6 | -1.9 | -1.2 | 4.3 | 8.9 | -10.1 | -12.6 | -25.8 | -23.2 |
| $\Delta E_{2(\text { (ZPE) }}$ |  | 22.4 | 17.9 | -1.2 | -1.2 | 3.5 | 8.9 | -8.8 | -10.7 | -25.0 | -21.4 |
| $\Delta G_{2}^{\circ}$ |  | 21.6 | 19.0 | -4.9 | 0.3 | 5.6 | 8.0 | -11.2 | -16.5 | -27.0 | -25.4 |
| $\Delta E_{2}$ | T | 13.2 | 6.9 | -1.1 | -1.3 | 3.2 | 8.0 | -11.2 | -20.0 | -25.0 | -26.9 |
| $\Delta E_{\text {2(ZPE) }}$ |  | 15.0 | 8.4 | -0.9 | -1.3 | 2.6 | 8.7 | -9.5 | -18.1 | -24.7 | -23.7 |
| $\Delta G_{2}^{\circ}$ |  | 6.3 | 2.7 | -3.8 | 0.2 | 4.1 | 5.3 | -15.3 | -23.4 | -25.4 | -31.9 |
| $\Delta E_{2}$ | U | 12.7 | 6.9 | -0.7 | -4.2 | 3.2 | 6.9 | -12.8 | -18.6 | -25.9 | -26.1 |
| $\Delta E_{2(\text { (ZPE })}$ |  | 14.5 | 8.3 | -0.5 | -4.2 | 2.6 | 7.6 | -11.2 | -17.1 | -25.5 | -24.1 |
| $\Delta G_{2}^{\circ}$ |  | 4.2 | 3.2 | -2.9 | -3.2 | 3.9 | 4.2 | -16.1 | -22.0 | -26.5 | -29.4 |
| $\Delta E_{2}$ | TAP-C ${ }^{5}$ | -1.1 | -1.8 | -16.0 | -5.2 | -9.0 | 12.0 | -23.7 | -29.2 | -31.3 | -32.8 |
| $\Delta E_{2(\text { (ZPE })}$ |  | 0.7 | -1.2 | -17.1 | -6.9 | -8.6 | 11.9 | -21.4 | -26.5 | -28.6 | -29.6 |
| $\Delta G_{2}^{\circ}$ |  | -5.6 | -3.8 | -13.6 | -2.5 | -10.6 | 12.5 | -27.6 | -33.3 | -35.8 | -37.8 |
| $\Delta E_{2}$ | TAP-N | 4.8 | 1.9 | 1.3 | -4.1 | -3.2 | 1.9 | -4.8 | -14.1 | -6.9 | -3.8 |
| $\Delta E_{\text {2(ZPE) }}$ |  | 6.1 | 1.8 | 1.6 | -3.5 | -2.8 | 1.1 | -3.3 | -12.8 | -7.2 | -3.6 |
| $\Delta G_{2}^{\circ}$ |  | 1.7 | 1.8 | 1.8 | -4.6 | -6.1 | 3.8 | -7.9 | -16.6 | -7.4 | -5.2 |
| $\Delta E_{2}$ | BA-C ${ }^{5}$ | 3.9 | 14.5 | -12.8 | -5.6 | 0.2 | 9.6 | -9.5 | -12.9 | -22.9 | -19.0 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 4.8 | 15.1 | -12.5 | -5.1 | -0.3 | 9.8 | -7.6 | -11.1 | -22.1 | -17.2 |
| $\Delta G_{2}^{\circ}$ |  | 1.7 | 14.4 | -15.0 | -5.2 | 0.6 | 8.8 | -13.5 | -14.0 | -25.7 | -21.0 |
| $\Delta E_{2}$ | BA-N | 17.0 | 13.9 | -0.2 | -2.4 | 0.3 | 10.1 | -3.8 | -10.7 | -13.4 | -18.8 |
| $\Delta E_{\text {(2PPE) }}$ |  | 18.5 | 15.2 | 0.9 | -1.2 | -0.1 | 10.6 | -2.3 | -8.7 | -12.7 | -16.2 |
| $\Delta G_{2}^{\circ}$ |  | 14.3 | 12.7 | -1.6 | -4.4 | 1.1 | 8.7 | -6.1 | -13.5 | -14.1 | -22.8 |
| $\Delta E_{2}$ | CA | 16.3 | 12.2 | -4.6 | -9.3 | -6.6 | 8.3 | -8.7 | -12.9 | -16.8 | -22.1 |
| $\Delta E_{2(\text { (2PE })}$ |  | 17.6 | 13.3 | -3.3 | -10.6 | -8.4 | 8.6 | -7.5 | -11.7 | -16.0 | -20.6 |
| $\Delta G_{2}^{\circ}$ |  | 14.2 | 10.6 | -6.7 | -4.6 | -4.2 | 7.3 | -10.6 | -14.5 | -17.9 | -25.3 |
| $\Delta E_{2}$ | MM | 15.3 | 18.7 | -8.0 | 6.7 | 7.6 | -1.3 | -9.2 | -19.8 | -26.1 | -20.5 |
| $\Delta E_{2(\text { (ZPE ) }}$ |  | 14.7 | 18.7 | -8.0 | 4.5 | 7.4 | 0.2 | -8.0 | -18.3 | -25.6 | -19.8 |
| $\Delta G_{2}^{\circ}$ |  | 19.6 | 20.3 | -5.6 | 14.9 | 7.3 | -5.2 | -10.7 | -22.2 | -26.7 | -21.4 |
| $\Delta E_{3}$ | A | 6.3 | 1.4 | -3.8 | -10.6 | 5.0 | 2.2 | -9.3 | -11.2 | -24.5 | -15.9 |
| $\Delta E_{3 \text { (ZPE) }}$ |  | 6.4 | -0.1 | -3.9 | -12.8 | 4.4 | 3.0 | -8.7 | -10.2 | -25.1 | -16.9 |
| $\Delta G_{3}^{\circ}$ |  | 7.0 | 6.8 | -0.6 | -4.1 | 8.9 | 1.6 | -10.3 | -13.9 | -24.3 | -14.4 |
| $\Delta E_{3}$ | G | 9.2 | 4.2 | -10.9 | -6.7 | 3.6 | -4.1 | -8.5 | -9.6 | -17.0 | -13.2 |
| $\Delta E_{3}$ (ZPE) |  | 9.2 | 2.7 | -11.1 | -8.5 | 3.0 | -4.5 | -7.6 | -9.3 | -17.1 | -13.7 |
| $\Delta G_{3}^{\circ}$ |  | 9.7 | 8.7 | -7.1 | -1.5 | 4.6 | -3.8 | -11.2 | -11.0 | -17.4 | -13.6 |
| $\Delta E_{3}$ | C | 6.8 | 7.1 | -1.9 | 4.6 | 13.4 | 3.9 | -20.5 | -16.1 | -36.1 | -24.6 |
| $\Delta E_{3(\text { (ZPE })}$ |  | 7.0 | 5.2 | -2.2 | 4.0 | 13.1 | 3.1 | -20.4 | -15.4 | -36.4 | -25.5 |
| $\Delta G_{3}^{\circ}$ |  | 7.0 | 13.3 | -2.7 | 7.5 | 14.2 | 5.8 | -20.7 | -18.5 | -34.8 | -22.9 |
| $\Delta E_{3}$ | T | 2.3 | 0.4 | -2.6 | -0.1 | 11.5 | 2.1 | -19.5 | -16.8 | -24.6 | -21.4 |
| $\Delta E_{3 \text { (ZPE) }}$ |  | 2.7 | 0.3 | -3.0 | -1.4 | 10.9 | 2.0 | -18.8 | -16.0 | -24.7 | -20.3 |
| $\Delta G_{3}^{\circ}$ |  | -0.1 | 1.1 | -3.3 | 4.4 | 13.1 | 1.4 | -21.4 | -19.0 | -24.0 | -23.5 |
| $\Delta E_{3}$ | U | 2.2 | 0.3 | -2.6 | 0.2 | 12.8 | 0.0 | -20.4 | -16.3 | -25.1 | -21.1 |
| $\Delta E_{3 \text { (ZPE) }}$ |  | 2.6 | 0.2 | -3.0 | -0.9 | 12.1 | 0.0 | -19.8 | -15.6 | -25.2 | -20.6 |
| $\Delta G_{3}^{\circ}$ |  | -1.5 | 0.7 | -2.9 | 3.3 | 14.4 | 0.0 | -21.9 | -18.6 | -24.4 | -22.0 |
| $\Delta E_{3}$ | TAP-C ${ }^{5}$ | -8.3 | 0.0 | -4.5 | 7.6 | 6.0 | 0.0 | -20.6 | -28.3 | -22.4 | -20.1 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -6.4 | 0.0 | -6.4 | 5.1 | 6.4 | 0.0 | -19.4 | -27.4 | -21.1 | -18.8 |
| $\Delta G_{3}^{\circ}$ |  | -13.6 | 0.0 | -0.1 | 13.4 | 4.8 | 0.0 | -23.3 | -29.5 | -23.4 | -21.1 |


|  |  | $\underline{\text { 2dRibf }}$ |  | Ribf |  | Tho |  | 2dRib |  | $\underline{\text { Rib }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{3}$ | TAP-N | 2.5 | -1.3 | -8.0 | 0.4 | 0.0 | 2.3 | 2.3 | -4.3 | -6.6 | -2.0 |
| $\Delta E_{3(\text { ZPE })}$ |  | 2.5 | -1.1 | -8.7 | -0.2 | 0.0 | 2.2 | 3.0 | -3.9 | -5.9 | -1.7 |
| $\Delta G_{3}^{\circ}$ |  | 2.6 | -1.0 | -5.8 | 1.1 | 0.0 | 2.7 | 0.6 | -4.5 | -8.1 | -3.7 |
| $\Delta E_{3}$ | BA-C ${ }^{5}$ | 11.4 | 2.7 | -6.2 | -5.6 | 0.0 | 0.0 | -25.2 | -15.8 | -28.6 | -17.8 |
| $\Delta E_{3(\text { ZPE })}$ |  | 11.6 | 1.2 | -6.9 | -7.5 | 0.0 | 0.0 | -24.3 | -15.5 | -28.8 | -18.0 |
| $\Delta G_{3}^{\circ}$ |  | 9.7 | 7.5 | -6.5 | 0.4 | 0.0 | -0.0 | -26.5 | -15.3 | -28.9 | -17.1 |
| $\Delta E_{3}$ | BA-N | 5.7 | 5.2 | -6.5 | -1.7 | 1.5 | 0.0 | -9.0 | -14.9 | -15.8 | -17.1 |
| $\Delta E_{3(2 P E)}$ |  | 6.3 | 5.1 | -7.7 | -2.6 | 1.4 | 0.0 | -8.4 | -13.9 | -15.7 | -15.4 |
| $\Delta G_{3}^{\circ}$ |  | 4.2 | 7.0 | -3.7 | 0.7 | 2.2 | 0.0 | -10.2 | -16.7 | -15.2 | -20.1 |
| $\Delta E_{3}$ | CA | 5.2 | 5.9 | -7.4 | 2.2 | 2.8 | 0.0 | -10.3 | -13.3 | -15.4 | -15.4 |
| $\Delta E_{3(2 P E)}$ |  | 5.7 | 5.7 | -8.4 | 0.4 | 2.7 | 0.0 | -9.9 | -12.9 | -15.1 | -15.1 |
| $\Delta G_{3}^{\circ}$ |  | 4.1 | 6.8 | -5.3 | 6.9 | 3.4 | 0.0 | -11.3 | -14.0 | -15.3 | -16.0 |
| $\Delta E_{3}$ | MM | 10.3 | 14.7 | -0.9 | 5.2 | 10.9 | 0.0 | -3.6 | -5.9 | -18.3 | -6.2 |
| $\Delta E_{3(\text { ZPE })}$ |  | 10.2 | 12.9 | -1.9 | 3.9 | 9.8 | 0.0 | -3.3 | -5.6 | -18.6 | -7.1 |
| $\Delta G_{3}^{\circ}$ |  | 11.2 | 22.1 | 3.7 | 9.2 | 13.0 | 0.0 | -3.8 | -6.1 | -16.7 | -4.0 |
| $\Delta E_{4}$ | A | 13.9 | 16.9 | -8.3 | 5.8 | 10.2 | 1.9 | 10.0 | 8.6 | 8.8 | 13.5 |
| $\Delta E_{4(\text { (ZPE })}$ |  | 14.5 | 18.5 | -8.2 | 8.0 | 10.2 | -0.0 | 10.6 | 9.0 | 8.8 | 14.0 |
| $\Delta G_{4}^{\circ}$ |  | 14.1 | 12.4 | -8.6 | 1.2 | 7.5 | 4.8 | 7.4 | 7.8 | 9.3 | 12.4 |
| $\Delta E_{4}$ | G | 5.4 | 5.3 | -4.3 | 5.4 | 8.4 | 4.0 | 8.5 | 7.9 | 7.8 | 15.1 |
| $\Delta E_{4(\text { IPE })}$ |  | 5.6 | 5.5 | -3.9 | 7.0 | 8.5 | 3.3 | 8.7 | 8.1 | 7.8 | 15.0 |
| $\Delta G_{4}^{\circ}$ |  | 6.8 | 5.4 | -6.3 | 2.2 | 8.4 | 5.3 | 8.0 | 8.3 | 9.1 | 15.8 |
| $\Delta E_{4}$ | C | 12.5 | 1.5 | -6.4 | -4.5 | 9.3 | 10.9 | 12.4 | 10.8 | 22.5 | 22.6 |
| $\Delta E_{4(\text { IPE })}$ |  | 13.0 | 1.5 | -6.1 | -3.7 | 9.4 | 11.8 | 13.3 | 11.8 | 22.7 | 22.2 |
| $\Delta G_{4}^{\circ}$ |  | 12.9 | 6.9 | -6.8 | -6.4 | 9.1 | 8.1 | 10.7 | 8.8 | 21.5 | 24.0 |
| $\Delta E_{4}$ | T | 8.4 | 1.4 | -5.0 | -1.5 | 8.2 | 12.0 | 18.4 | 16.9 | 19.1 | 22.5 |
| $\Delta E_{4(\text { IPE })}$ |  | 9.7 | 1.4 | -4.8 | -0.3 | 8.5 | 12.8 | 18.2 | 16.7 | 18.8 | 22.4 |
| $\Delta G_{4}^{\circ}$ |  | 4.8 | 0.9 | -5.2 | -4.4 | 7.8 | 9.9 | 19.5 | 18.3 | 20.6 | 22.9 |
| $\Delta E_{4}$ | U | 7.9 | 2.3 | -4.7 | -2.5 | 8.2 | 12.7 | 18.8 | 16.3 | 20.3 | 23.3 |
| $\Delta E_{4(\text { IPE })}$ |  | 9.2 | 2.1 | -4.5 | -1.4 | 8.4 | 13.6 | 18.5 | 16.2 | 20.1 | 23.4 |
| $\Delta G_{4}^{\circ}$ |  | 3.8 | 3.1 | -4.8 | -4.9 | 7.7 | 9.7 | 20.5 | 17.1 | 21.4 | 24.5 |
| $\Delta E_{4}$ | TAP-C5 | 10.3 | -0.4 | 0.0 | -18.9 | -0.1 | 16.0 | 17.9 | 27.7 | 12.8 | 12.1 |
| $\Delta E_{4(\text { IPE })}$ |  | 8.8 | -0.1 | -0.9 | -17.5 | -0.9 | 15.8 | 16.9 | 27.0 | 13.6 | 12.7 |
| $\Delta G_{4}^{\circ}$ |  | 15.8 | -0.0 | 2.0 | -23.1 | 3.7 | 17.8 | 20.8 | 29.7 | 10.2 | 9.6 |
| $\Delta E_{4}$ | TAP-N | -0.3 | 3.1 | -2.1 | -2.8 | 2.3 | -0.5 | 1.9 | 6.6 | 4.8 | 10.0 |
| $\Delta E_{4(\text { IPE })}$ |  | 0.9 | 2.9 | -1.1 | -2.5 | 1.4 | -1.0 | 1.7 | 6.6 | 4.9 | 10.2 |
| $\Delta G_{4}^{\circ}$ |  | -3.4 | 2.8 | -4.6 | -2.6 | 3.8 | 0.7 | 3.2 | 6.4 | 5.0 | 9.9 |
| $\Delta E_{4}$ | BA-C ${ }^{5}$ | -2.7 | 0.5 | -4.2 | 5.5 | 11.7 | 14.6 | 18.8 | 18.6 | 19.4 | 13.2 |
| $\Delta E_{4(\text { (2PE })}$ |  | -2.8 | 0.5 | -3.9 | 7.7 | 11.7 | 14.8 | 18.1 | 18.9 | 19.7 | 12.9 |
| $\Delta G_{4}^{\circ}$ |  | -1.1 | 0.6 | -5.1 | 0.6 | 11.4 | 13.7 | 20.2 | 19.0 | 19.5 | 13.7 |
| $\Delta E_{4}$ | BA-N | 9.6 | 1.5 | 4.0 | 0.9 | -2.6 | 15.5 | 17.4 | 15.6 | 7.0 | 8.1 |
| $\Delta E_{4(\text { IPE })}$ |  | 10.3 | 1.4 | 6.1 | 3.2 | -4.0 | 16.1 | 17.7 | 16.1 | 7.1 | 7.1 |
| $\Delta G_{4}^{\circ}$ |  | 9.4 | 0.9 | 0.4 | -3.7 | -0.6 | 14.1 | 18.3 | 14.7 | 6.9 | 10.0 |
| $\Delta E_{4}$ | CA | 8.9 | 6.3 | 0.3 | -3.9 | -1.3 | 13.9 | 16.4 | 15.3 | 5.0 | 5.2 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 9.5 | 7.6 | 2.2 | -1.9 | -2.6 | 14.3 | 16.6 | 15.3 | 5.0 | 4.7 |
| $\Delta G_{4}^{\circ}$ |  | 8.6 | 3.9 | -3.5 | -8.0 | 0.4 | 12.8 | 17.3 | 16.9 | 5.0 | 5.2 |
| $\Delta E_{4}$ | MM | 8.1 | 3.2 | -8.0 | 0.1 | 5.0 | 4.6 | -1.6 | 8.7 | 13.3 | 12.0 |
| $\Delta E_{4}($ ZPE) |  | 7.8 | 3.0 | -7.1 | 0.9 | 5.1 | 6.2 | -0.5 | 8.6 | 13.0 | 12.2 |
| $\Delta G_{4}^{\circ}$ |  | 10.4 | 3.3 | -9.8 | -0.9 | 4.9 | 0.6 | -5.5 | 9.3 | 13.3 | 11.4 |
| $\Delta E_{5}$ | A | 20.2 | 18.3 | -12.1 | -4.7 | 15.2 | 4.1 | 0.7 | -2.5 | -15.7 | -2.4 |
| $\Delta E_{5(\text { ZPE })}$ |  | 20.9 | 18.4 | -12.2 | -4.8 | 14.6 | 2.9 | 1.9 | -1.2 | -16.3 | -2.9 |
| $\Delta G_{5}^{\circ}$ |  | 21.1 | 19.2 | -9.3 | -2.9 | 16.4 | 6.4 | -2.9 | -6.1 | -15.0 | -2.1 |


|  |  | $\underline{\text { 2dRibf }}$ |  | Ribf |  | Tho |  | 2dRib |  | $\underline{\text { Rib }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{5}$ | G | 14.6 | 9.5 | -15.2 | -1.3 | 12.0 | -0.0 | -0.0 | -1.7 | -9.1 | 1.8 |
| $\Delta E_{5(\text { ZPE })}$ |  | 14.8 | 8.3 | -15.0 | -1.5 | 11.5 | -1.2 | 1.1 | -1.2 | -9.3 | 1.3 |
| $\Delta G_{5}^{\circ}$ |  | 16.5 | 14.2 | -13.4 | 0.8 | 13.0 | 1.5 | -3.1 | -2.7 | -8.3 | 2.1 |
| $\Delta E_{5}$ | C | 19.3 | 8.6 | -8.3 | 0.1 | 22.7 | 14.8 | -8.2 | -5.3 | -13.6 | -2.0 |
| $\Delta E_{5(\text { ZPE })}$ |  | 20.0 | 6.8 | -8.3 | 0.3 | 22.4 | 14.9 | -7.1 | -3.6 | -13.8 | -3.4 |
| $\Delta G_{5}^{\circ}$ |  | 19.8 | 20.3 | -9.5 | 1.0 | 23.3 | 13.9 | -10.0 | -9.7 | -13.3 | 1.1 |
| $\Delta E_{5}$ | T | 10.8 | 1.8 | -7.5 | -1.6 | 19.8 | 14.1 | -1.0 | 0.2 | -5.5 | 1.1 |
| $\Delta E_{5(\text { ZPE })}$ |  | 12.4 | 1.7 | -7.7 | -1.7 | 19.4 | 14.8 | -0.6 | 0.7 | -5.9 | 2.1 |
| $\Delta G_{5}^{\circ}$ |  | 4.6 | 2.0 | -8.5 | -0.0 | 20.9 | 11.3 | -1.9 | -0.7 | -3.3 | -0.7 |
| $\Delta E_{5}$ | U | 10.1 | 2.6 | -7.2 | -2.3 | 20.9 | 12.7 | -1.6 | -0.1 | -4.8 | 2.2 |
| $\Delta E_{5(\text { ZPE })}$ |  | 11.8 | 2.4 | -7.5 | -2.3 | 20.5 | 13.6 | -1.3 | 0.5 | -5.1 | 2.8 |
| $\Delta G_{5}^{\circ}$ |  | 2.3 | 3.8 | -7.7 | -1.6 | 22.0 | 9.7 | -1.4 | -1.5 | -3.0 | 2.5 |
| $\Delta E_{5}$ | TAP-C ${ }^{5}$ | 2.1 | -0.4 | -4.5 | -11.3 | 5.9 | 16.0 | -2.7 | -0.6 | -9.6 | -8.0 |
| $\Delta E_{5(\text { ZPE ) }}$ |  | 2.4 | -0.1 | -7.3 | -12.4 | 5.5 | 15.8 | -2.5 | -0.5 | -7.4 | -6.1 |
| $\Delta G_{5}^{\circ}$ |  | 2.1 | -0.0 | 1.9 | -9.7 | 8.6 | 17.8 | -2.5 | 0.2 | -13.2 | -11.5 |
| $\Delta E_{5}$ | TAP-N | 2.2 | 1.9 | -10.1 | -2.4 | 2.3 | 1.9 | 4.2 | 2.3 | -1.7 | 8.0 |
| $\Delta E_{5(\text { ZPE })}$ |  | 3.4 | 1.8 | -9.8 | -2.7 | 1.4 | 1.3 | 4.7 | 2.7 | -1.0 | 8.5 |
| $\Delta G_{5}^{\circ}$ |  | -0.7 | 1.8 | -10.4 | -1.5 | 3.8 | 3.4 | 3.8 | 1.9 | -3.1 | 6.2 |
| $\Delta E_{5}$ | BA-C ${ }^{5}$ | 8.7 | 3.2 | -10.5 | -0.1 | 11.7 | 14.6 | -6.4 | 2.8 | -9.2 | -4.6 |
| $\Delta E_{5(\text { (ZPE })}$ |  | 8.8 | 1.7 | -10.8 | 0.2 | 11.7 | 14.8 | -6.2 | 3.4 | -9.1 | -5.1 |
| $\Delta G_{5}^{\circ}$ |  | 8.7 | 8.1 | -11.6 | 1.0 | 11.4 | 13.7 | -6.3 | 3.7 | -9.4 | -3.4 |
| $\Delta E_{5}$ | BA-N | 15.3 | 6.7 | -2.5 | -0.8 | -1.1 | 15.5 | 8.4 | 0.7 | -8.7 | -9.1 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 16.6 | 6.5 | -1.6 | 0.5 | -2.6 | 16.1 | 9.3 | 2.2 | -8.6 | -8.2 |
| $\Delta G_{5}^{\circ}$ |  | 13.6 | 7.9 | -3.4 | -3.0 | 1.6 | 14.1 | 8.1 | -2.0 | -8.2 | -10.1 |
| $\Delta E_{5}$ | CA | 14.1 | 12.2 | -7.1 | -1.6 | 1.5 | 13.9 | 6.0 | 2.1 | -10.4 | -10.2 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 15.1 | 13.3 | -6.1 | -1.5 | 0.0 | 14.3 | 6.8 | 2.5 | -10.1 | -10.4 |
| $\Delta G_{5}^{\circ}$ |  | 12.7 | 10.6 | -8.8 | -1.1 | 3.8 | 12.8 | 5.9 | 2.9 | -10.4 | -10.8 |
| $\Delta E_{5}$ | MM | 18.4 | 17.9 | -8.9 | 5.3 | 15.9 | 4.6 | -5.2 | 2.8 | -5.0 | 5.7 |
| $\Delta E_{5(\text { ZPE })}$ |  | 18.0 | 15.9 | -9.0 | 4.8 | 15.0 | 6.2 | -3.9 | 3.1 | -5.5 | 5.2 |
| $\Delta G_{5}^{\circ}$ |  | 21.5 | 25.4 | -6.1 | 8.3 | 17.9 | 0.6 | -9.3 | 3.2 | -3.4 | 7.4 |
| $\Delta E_{6}$ | A | -1.2 | -0.9 | 6.8 | -4.2 | 18.7 | -13.1 | -12.0 | -7.4 | -6.7 | -1.4 |
| $\Delta E_{\text {6(ZPE) }}$ |  | -0.6 | -0.7 | 6.5 | -6.3 | 19.7 | -13.3 | -13.2 | -8.5 | -7.8 | -3.4 |
| $\Delta G_{6}^{\circ}$ |  | -3.3 | -0.9 | 8.0 | 0.2 | 20.0 | -10.8 | -8.1 | -5.2 | -3.1 | 3.2 |
| $\Delta E_{6}$ | G | -5.5 | -5.3 | 4.9 | -3.3 | 12.1 | -12.2 | -5.3 | 1.8 | 2.5 | 1.3 |
| $\Delta E_{\text {6(ZPE) }}$ |  | -5.6 | -5.5 | 4.6 | -5.0 | 12.6 | -12.7 | -6.1 | 0.4 | 2.1 | 0.2 |
| $\Delta G_{6}^{\circ}$ |  | -7.4 | -5.4 | 7.0 | 0.2 | 11.6 | -11.5 | -4.1 | 3.9 | 4.4 | 4.5 |
| $\Delta E_{6}$ | C | -14.8 | -10.5 | -0.0 | 5.9 | 9.1 | -4.9 | -10.5 | -3.5 | -10.3 | -1.4 |
| $\Delta E_{\text {6(ZPE) }}$ |  | -15.4 | -12.6 | -0.9 | 5.2 | 9.6 | -5.9 | -11.6 | -4.7 | -11.4 | -4.2 |
| $\Delta G_{6}^{\circ}$ |  | -14.6 | -5.7 | 2.2 | 7.2 | 8.6 | -2.2 | -9.5 | -2.1 | -7.8 | 2.4 |
| $\Delta E_{6}$ | T | -10.8 | -6.5 | -1.4 | 1.2 | 8.3 | -6.0 | -8.2 | 3.3 | 0.4 | 5.5 |
| $\Delta E_{6 \text { (ZPE) }}$ |  | -12.3 | -8.1 | -2.1 | -0.1 | 8.3 | -6.7 | -9.3 | 2.1 | -0.1 | 3.4 |
| $\Delta G_{6}^{\circ}$ |  | -6.4 | -1.6 | 0.5 | 4.2 | 9.1 | -3.9 | -6.1 | 4.5 | 1.4 | 8.4 |
| $\Delta E_{6}$ | U | -10.5 | -6.6 | -1.9 | 4.4 | 9.6 | -6.9 | -7.6 | 2.3 | 0.9 | 5.0 |
| $\Delta E_{\text {6(ZPE) }}$ |  | -11.9 | -8.1 | -2.5 | 3.3 | 9.5 | -7.6 | -8.6 | 1.4 | 0.3 | 3.6 |
| $\Delta G_{6}^{\circ}$ |  | -5.6 | -2.5 | 0.0 | 6.5 | 10.4 | -4.2 | -5.7 | 3.4 | 2.1 | 7.4 |
| $\Delta E_{6}$ | TAP-C5 | -7.1 | 1.8 | 11.6 | 12.8 | 15.0 | -12.0 | 3.1 | 0.9 | 8.9 | 12.8 |
| $\Delta E_{\text {6(ZPE) }}$ |  | -7.2 | 1.2 | 10.7 | 11.9 | 15.0 | -11.9 | 2.0 | -0.9 | 7.6 | 10.8 |
| $\Delta G_{6}^{\circ}$ |  | -8.0 | 3.8 | 13.5 | 15.9 | 15.5 | -12.5 | 4.2 | 3.8 | 12.4 | 16.7 |
| $\Delta E_{6}$ | TAP-N | -2.3 | -3.1 | -9.4 | 4.4 | 3.2 | 0.4 | 7.0 | 9.9 | 0.3 | 1.8 |
| $\Delta E_{6 \text { (ZPE) }}$ |  | -3.6 | -2.9 | -10.3 | 3.3 | 2.8 | 1.1 | 6.3 | 8.9 | 1.2 | 1.9 |
| $\Delta G_{6}^{\circ}$ |  | 0.9 | -2.8 | -7.5 | 5.7 | 6.1 | -1.1 | 8.5 | 12.1 | -0.7 | 1.5 |


|  | $\mathrm{RU}^{(1)}$ | 2dRibf |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{6}$ | BA-C ${ }^{5}$ | 7.5 | -11.8 | 6.6 | 0.0 | -0.2 | -9.6 | -15.6 | -2.9 | -5.6 | 1.2 |
| $\Delta E_{6(\text { ZPE })}$ |  | 6.8 | -14.0 | 5.6 | -2.4 | 0.3 | -9.8 | -16.7 | -4.4 | -6.8 | -0.8 |
| $\Delta G_{6}^{\circ}$ |  | 8.1 | -6.9 | 8.5 | 5.7 | -0.6 | -8.8 | -13.0 | -1.2 | -3.2 | 3.9 |
| $\Delta E_{6}$ | BA-N | -11.3 | -8.7 | -6.3 | 0.7 | 1.2 | -10.1 | -5.2 | -4.2 | -2.4 | 1.7 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | -12.2 | -10.2 | -8.5 | -1.5 | 1.5 | -10.6 | -6.1 | -5.2 | -3.0 | 0.8 |
| $\Delta G_{6}^{\circ}$ |  | -10.1 | -5.7 | -2.1 | 5.1 | 1.1 | -8.7 | -4.1 | -3.2 | -1.1 | 2.7 |
| $\Delta E_{6}$ | CA | -11.1 | -6.3 | -2.8 | 11.5 | 9.4 | -8.3 | -1.7 | -0.4 | 1.4 | 6.6 |
| $\Delta E_{6(\text { ZPE })}$ |  | -11.9 | -7.6 | -5.0 | 11.0 | 11.0 | -8.6 | -2.4 | -1.2 | 0.9 | 5.4 |
| $\Delta G_{6}^{\circ}$ |  | -10.1 | -3.9 | 1.4 | 11.5 | 7.5 | -7.3 | -0.8 | 0.5 | 2.6 | 9.3 |
| $\Delta E_{6}$ | MM | -5.0 | -4.1 | 7.1 | -1.5 | 3.2 | 1.3 | 5.7 | 13.8 | 7.8 | 14.2 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | -4.5 | -5.8 | 6.0 | -0.6 | 2.5 | -0.2 | 4.6 | 12.7 | 7.0 | 12.7 |
| $\Delta G_{6}^{\circ}$ |  | -8.5 | 1.8 | 9.3 | -5.6 | 5.6 | 5.2 | 6.9 | 16.2 | 10.0 | 17.3 |

${ }^{(1)} \mathrm{TC}=$ unspecified Trifunctional Connector. ${ }^{(2)}$ Differences in $\Delta E, \Delta E_{\text {(ZPE) }}$, and $\Delta G^{\circ}$ in vacuum at the DFT level. ${ }^{(3)}$ Differences in $\Delta E, \Delta E_{(\mathrm{ZPE})}$, and $\Delta G^{\circ}$ in solvent using the IEFPCM model.

Table A5. Gibbs energies $\left(\Delta G^{\circ}\right)$ at standard pressure and temperature in $\mathrm{kJ} / \mathrm{mol}$ for a hypothetical condensation reaction that follows the "classic" model leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-nucleosides in vacuum and in aqueous environment modeled with the IEFPCM model. The free energies were estimated at the DFT-B3LYP/6-311++G $(d, p)$ level of theory.

| $\mathrm{RU}^{(1)}$ | Vacuum |  |  |  | Solvent |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | DNA ( 2 dRibf ${ }^{(12)}$-RUs) |  |  |  |  |  |  |  |
|  | $\alpha-{ }^{2} T_{3}{ }^{(18)}$ | $\beta-{ }^{2} T_{3}$ | $\alpha-{ }^{3} T_{2}{ }^{(19)}$ | $\beta-{ }^{3} T_{2}$ | $\alpha{ }^{-2} T_{3}$ | $\beta-{ }^{2} T_{3}$ | $\alpha-{ }^{3} T_{2}$ | $\beta-{ }^{3} T_{2}$ |
| $\mathrm{A}^{(2)}$ | 8.4 | -0.8 | -11.9 | -5.8 | 2.0 | -3.4 | -18.8 | -9.2 |
| $\mathrm{G}^{(3)}$ | -1.0 | -3.5 | -10.0 | -11.1 | -0.1 | 0.9 | -9.4 | -6.9 |
| $\mathrm{C}^{(4)}$ | 0.5 | 2.5 | -7.3 | -2.4 | 6.4 | 12.2 | -4.1 | -0.1 |
| $\mathrm{T}^{(5)}$ | 8.8 | -4.5 | 1.0 | -2.2 | 10.6 | 0.2 | 2.2 | 0.1 |
| $\mathrm{U}^{(6)}$ | 9.1 | -6.3 | 1.5 | -2.7 | 11.1 | 1.1 | 1.2 | 1.5 |
| $\mathrm{TAP}^{(7)}-\mathrm{C}^{5}$ | 14.8 | -10.3 | -2.4 | 5.3 | 5.7 | -11.2 | -7.2 | -10.2 |
| TAP-N | 7.6 | -10.2 | 0.5 | -10.8 | -0.6 | -11.9 | -9.8 | -9.9 |
| $\mathrm{BA}^{(8)} \mathrm{C}^{5}$ | -17.8 | -35.7 | -34.3 | -43.3 | -9.8 | -8.6 | -12.8 | -15.1 |
| BA-N | 15.1 | 9.9 | 6.4 | 7.7 | 16.7 | 16.3 | 12.3 | 10.3 |
| $\mathrm{CA}^{(9)}$ | 16.2 | 10.8 | 8.1 | 8.8 | 17.9 | 15.3 | 8.6 | 9.6 |
| $\mathrm{MM}^{(10)}$ | 6.8 | 6.9 | -4.6 | -2.2 | 3.5 | 10.6 | -10.9 | -10.5 |
| ( RNA ( $\mathbf{R i b f}^{(13)}$-RUs) |  |  |  |  |  |  |  |  |
|  | $\alpha-{ }^{2} T_{3}$ | $\beta-{ }^{2} T_{3}$ | $\alpha-{ }^{3}{ }^{\text {T }}$ | $\beta-{ }^{3} T_{2}$ | $\alpha{ }^{-2} T_{3}$ | $\beta-{ }^{2} T_{3}$ | $\alpha-{ }^{3} T_{2}$ | $\beta-{ }^{3} T_{2}$ |
| A | 0.2 | -11.5 | 0.9 | -14.8 | -1.3 | -18.6 | -2.9 | -9.8 |
| G | 3.5 | -13.7 | 2.9 | -10.5 | 0.0 | -14.8 | -2.7 | -8.5 |
| C | -8.6 | -16.5 | -4.0 | -17.8 | 10.2 | -2.6 | 9.2 | -5.3 |
| T | 4.2 | -2.7 | 8.9 | -3.3 | 15.6 | 2.8 | 15.6 | 3.1 |
| U | 3.6 | -2.4 | 8.4 | -3.4 | 18.4 | 2.2 | 16.6 | 3.6 |
| TAP-C ${ }^{5}$ | 12.5 | -4.1 | -3.0 | -8.0 | 9.0 | -6.6 | 15.8 | -15.2 |
| TAP-N | -3.5 | -4.8 | 8.7 | -3.0 | 2.7 | -15.0 | -0.7 | -11.3 |
| BA-C ${ }^{5}$ | -32.7 | -50.7 | -36.0 | -48.1 | -8.2 | -26.5 | -14.7 | -22.1 |
| BA-N | 16.2 | 11.6 | 18.0 | 11.3 | 20.1 | 2.6 | 18.4 | 6.7 |
| CA | 20.5 | 10.7 | 22.6 | 12.0 | 26.8 | 9.1 | 23.0 | 7.0 |
| MM | 2.4 | -6.3 | 2.9 | -13.9 | -8.7 | -6.9 | -2.4 | -11.4 |
| TNA (Tho ${ }^{(14)}$-RUs) |  |  |  |  |  |  |  |  |
|  | $\alpha-{ }^{2} \mathrm{~T}_{3}$ | $\beta-{ }^{2} \mathrm{~T}_{3}$ | $\alpha-{ }^{3}{ }^{\text {T }}$ | $\beta-{ }^{3} \mathrm{~T}_{2}$ | $\alpha-{ }^{2} \mathrm{~T}_{3}$ | $\beta-{ }^{2} \mathrm{~T}_{3}$ | $\alpha-{ }^{3} \mathrm{~T}_{2}$ | $\beta-{ }^{3} \mathrm{~T}_{2}$ |
| A | 18.8 | -4.4 | -10.6 | -3.6 | -5.7 | -39.7 | -8.1 | -6.9 |
| G | 15.6 | -3.4 | -6.2 | 1.7 | -2.4 | -41.1 | -4.6 | -2.9 |
| C | 3.0 | -3.4 | -16.5 | -7.9 | 7.8 | -30.7 | -6.6 | -2.1 |
| T | 14.6 | 6.6 | -4.1 | 3.1 | 12.9 | -28.3 | -1.5 | 4.8 |
| U | 15.4 | 7.3 | -4.5 | 2.6 | 13.4 | -28.8 | -0.6 | 5.6 |
| TAP-C ${ }^{5}$ | 12.7 | -10.0 | -8.3 | -5.1 | -0.3 | -34.3 | -14.0 | 0.2 |
| TAP-N | 10.6 | -7.5 | -1.1 | 2.2 | -1.6 | -44.3 | -9.7 | -12.5 |
| BA-C ${ }^{5}$ | -37.1 | -48.5 | -49.7 | -38.8 | -14.5 | -52.1 | -27.8 | -17.6 |


|  | Vacuит |  |  |  | Solvent |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha-^{2} \mathrm{~T}_{3}$ | $\beta$ - ${ }^{2} \mathrm{~T}_{3}$ | $\alpha-{ }^{3} \mathrm{~T}_{2}$ | $\beta-{ }^{3} \mathrm{~T}_{2}$ | $\alpha-{ }^{2} \mathrm{~T}_{3}$ | $\beta-{ }^{2} \mathrm{~T}_{3}$ | $\alpha-{ }^{3} \mathrm{~T}_{2}$ | $\beta-{ }^{3} \mathrm{~T}_{2}$ |
| BA-N | 22.7 | 11.8 | 20.3 | 19.2 | 17.3 | -20.5 | 3.5 | 14.0 |
| CA | 29.5 | 13.3 | 19.7 | 19.6 | 19.2 | -19.9 | 5.3 | 14.6 |
| MM | 6.7 | 2.0 | -5.7 | -1.3 | 2.5 | -49.2 | -11.8 | -14.8 |
| $p$-DNA (2dRib ${ }^{(15)}$-RUs) |  |  |  |  |  |  |  |  |
|  | $\alpha-{ }^{1} \mathrm{C}_{4}{ }^{(20)}$ | $\beta-{ }^{1} \mathrm{C}_{4}$ | $\alpha-{ }^{4} \mathrm{C}_{1}{ }^{(21)}$ | $\beta-{ }^{4} \mathrm{C}_{1}$ | $\alpha-{ }^{1} \mathrm{C}_{4}$ | $\beta-{ }^{1} \mathrm{C}_{4}$ | $\alpha-{ }^{4} \mathrm{C}_{1}$ | $\beta-{ }^{4} \mathrm{C}_{1}$ |
| A | 1.2 | 12.9 | 6.9 | -3.9 | 1.0 | 8.2 | 2.6 | -8.2 |
| G | -0.1 | 12.2 | 10.2 | -5.5 | -0.8 | 6.9 | 10.4 | -6.6 |
| C | 6.6 | 21.6 | 14.2 | -5.6 | 15.1 | 23.3 | 20.9 | 2.3 |
| T | 2.5 | 26.2 | 22.2 | -1.7 | 6.4 | 24.2 | 28.3 | 2.7 |
| U | 1.8 | 26.6 | 22.9 | -1.8 | 7.0 | 23.5 | 26.6 | 2.4 |
| TAP-C ${ }^{5}$ | -4.4 | 20.7 | 27.0 | -9.2 | -5.2 | 24.0 | 27.4 | -8.0 |
| TAP-N | -6.0 | 1.5 | 12.1 | -4.5 | -8.2 | -2.3 | 9.4 | -9.4 |
| BA-C ${ }^{5}$ | -35.2 | -10.7 | -21.7 | -43.8 | -11.1 | 7.3 | 5.7 | -10.4 |
| BA-N | 11.2 | 33.8 | 31.7 | 17.0 | 21.1 | 35.2 | 31.6 | 16.0 |
| CA | 11.7 | 33.2 | 34.6 | 15.4 | 17.1 | 33.4 | 33.5 | 16.9 |
| MM | 8.3 | 7.1 | 16.1 | -3.2 | -7.9 | 0.8 | 16.6 | -7.8 |
| p-RNA (Rib ${ }^{(16)}$-RUs) |  |  |  |  |  |  |  |  |
|  | $\alpha-{ }^{1} \mathrm{C}_{4}$ | $\beta-{ }^{1} \mathrm{C}_{4}$ | $\alpha-{ }^{4} \mathrm{C}_{1}$ | $\beta-{ }^{4} \mathrm{C}_{1}$ | $\alpha-{ }^{1} \mathrm{C}_{4}$ | $\beta-{ }^{1} \mathrm{C}_{4}$ | $\alpha-{ }^{4} \mathrm{C}_{1}$ | $\beta-{ }^{4} \mathrm{C}_{1}$ |
| A | 3.5 | 14.1 | 8.9 | -9.7 | 2.6 | 12.0 | 12.0 | -9.8 |
| G | 3.5 | 13.9 | 16.2 | -3.0 | 1.3 | 14.1 | 15.4 | -6.9 |
| C | 0.5 | 23.3 | 13.3 | -11.0 | 8.6 | 29.6 | 28.8 | -0.7 |
| T | 5.9 | 27.8 | 27.0 | 4.4 | 12.2 | 32.1 | 37.3 | 1.2 |
| U | 5.4 | 28.1 | 28.0 | 4.2 | 10.5 | 32.0 | 36.2 | 2.7 |
| TAP-C ${ }^{5}$ | 2.4 | 13.9 | 24.1 | -9.0 | 7.8 | 14.5 | 28.0 | -14.0 |
| TAP-N | -2.7 | 3.5 | 0.7 | -4.1 | -6.2 | 0.6 | -1.1 | -10.4 |
| BA-C ${ }^{5}$ | -35.6 | -14.9 | -20.2 | -43.2 | 1.4 | 12.1 | 12.8 | -12.3 |
| BA-N | 29.9 | 38.1 | 34.9 | 23.5 | 32.4 | 39.3 | 38.8 | 11.9 |
| CA | 31.7 | 38.0 | 38.4 | 23.1 | 35.4 | 37.6 | 43.7 | 14.2 |
| MM | -5.6 | 9.0 | 16.8 | -7.2 | -6.3 | 2.1 | 16.2 | -9.3 |
| GNA (glycerol-RU) |  |  |  |  |  |  |  |  |
| A | -27.1 |  |  |  | -28.6 |  |  |  |
| G | -25.7 |  |  |  | -24.8 |  |  |  |
| C | -16.3 |  |  |  | -17.8 |  |  |  |
| T | -16.8 |  |  |  | -12.9 |  |  |  |
| U | -16.4 |  |  |  | -11.6 |  |  |  |
| TAP-C ${ }^{5}$ | -19.1 |  |  |  | -32.5 |  |  |  |
| TAP-N | -9.9 |  |  |  | -9.3 |  |  |  |
| BA-C ${ }^{5}$ | -55.6 |  |  |  | -42.8 |  |  |  |
| BA-N | -13.9 |  |  |  | -13.3 |  |  |  |
| CA | -12.7 |  |  |  | -8.9 |  |  |  |
| MM | -9.6 GNA (glyceri |  |  |  | -19.7 |  |  |  |
|  |  |  |  |  | GNA (glyceric acid-RU) |  |  |  |
| A | 44.7 |  |  |  | 47.5 |  |  |  |
| G | 46.0 |  |  |  | 48.2 |  |  |  |


|  | Vacuum | Solvent |
| :---: | :---: | :---: |
| C | 45.4 | 59.7 |
| T | 53.4 | 63.3 |
| U | 55.5 | 67.0 |
| TAP－C5 | 27.9 | 28.4 |
| TAP－N | 7.4 | 5.9 |
| BA－C ${ }^{5}$ | －9．1 | 44.9 |
| BA－N | 90.0 | 84.7 |
| CA | 94.9 | 90.3 |
| MM | aegPNA（AEG ${ }^{(17)}$－RU） |  |
| $\mathrm{A}-\mathrm{N}^{9}-\mathrm{Ac}^{(11)}$ | 8.0 | －19．4 |
| G－N ${ }^{9}$－Ac | 13.8 | －11．9 |
| $\mathrm{C}-\mathrm{N}^{1}-\mathrm{Ac}$ | 6.1 | －22．3 |
| T－${ }^{1}$－ Ac | 9.2 | －16．0 |
| $\mathrm{U}-\mathrm{N}^{1}-\mathrm{Ac}$ | 6.8 | －16．9 |
| TAP－C ${ }^{5}-\mathrm{Ac}$ | 15.5 | －11．7 |
| TAP－N－Ac | 9.4 | －14．0 |
| BA－C ${ }^{5}-\mathrm{Ac}$ | －7．0 | －13．0 |
| BA－N－Ac | 15.7 | －17．9 |
| CA－${ }^{5}-\mathrm{Ac}$ | 4.4 | －16．5 |
| MM－N－Ac | 1.8 | －9．9 |

${ }^{(1)} \mathrm{RU}=$ unspecified recognition unit．${ }^{(2)} \mathrm{A}=$ adenine。 ${ }^{(3)} \mathrm{G}=$ guanine。 ${ }^{(4)} \mathrm{C}=$ cytosine。 ${ }^{(5)} \mathrm{T}=$ thymine。 ${ }^{(6)} \mathrm{U}=$ uracil．${ }^{(7)}$ TAP $=2,4,6$ triaminopyrimidine．${ }^{(8)} \mathrm{BA}=$ barbituric acid．${ }^{(9)} \mathrm{MM}=$ melamine．${ }^{(10)} \mathrm{CA}=$ cyanuric acid．${ }^{(11)} \mathrm{Ac}=$ acetyl group $\left(-\mathrm{CH}_{2}-\mathrm{COOH}\right) .{ }^{(12)} 2 \mathrm{dRibf}=2^{\prime}$－deoxyribofuranose．${ }^{(13)} \mathrm{Ribf}=$ ribofuranose．${ }^{(14)} \mathrm{Tho}=$ threofuranose．${ }^{(15)} 2 \mathrm{dRib}=$ 2＇－deoxyribopyranose．${ }^{(16)}$ Rib $=$ ribopyranose．${ }^{(17)} \mathrm{AEG}: \mathrm{N}$－（2－aminoethyl）glycine．${ }^{(18)}{ }^{2} \mathrm{~T}_{3}$（C2＇－endo－C3＇－exo）and ${ }^{(19)}$ ${ }^{3} \mathrm{~T}_{2}$（C2＇－exo－C3＇－endo）conformations for 5－MR．${ }^{(20) 1} \mathrm{C}_{4}$ and ${ }^{(21) 4} \mathrm{C}_{1}$ conformations for $6-\mathrm{MR}$ ．

Table A6. Values in $\left({ }^{\circ}\right)$ for the torsion angle $\chi$ that governs the RU conformation around the TC in the glycosidic bond. 2dRibf: 2'-deoxyribofuranose, Ribf: ribofuranose, Tho: threose, 2dRib: 2'-deoxyribopyranose and Rib: ribopyranose. The initial sugar ring conformations are for the nucleosides with $5-\mathrm{MR}$ sugars: ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ and for the nucleosides with 6 -MR sugars: ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$.

| $\mathrm{RU}^{(1)}$ | 2dRibf |  | Ribf |  | Tho |  | $\underline{\text { 2dRib }}$ |  | $\underline{\text { Rib }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
|  | $\alpha_{-}{ }^{2} T_{3}{ }^{(4)}$ |  |  |  |  |  | ${ }^{1} C_{4}-\alpha^{(5)}$ |  |  |  |
| A | 94.4 | 294 | 173.6 | 300.3 | 93.9 | 296.3 | 299.9 | 300.5 | 104.8 | 113.1 |
| G | 285.7 | 103.8 | 171.0 | 301.7 | 91.8 | 296.9 | 300.4 | 294.8 | 100.1 | 112.0 |
| C | 287.9 | 294 | 164.3 | 303.5 | 285.2 | 292.9 | 296.5 | 297.5 | 153.9 | 145.8 |
| T | 288 | 294 | 163.9 | 303.3 | 283.9 | 293.8 | 116.3 | 118.1 | 145.6 | 138.9 |
| U | 288.4 | 294.8 | 163.6 | 304.6 | 284.6 | 294.0 | 117.0 | 119.6 | 146.5 | 140.0 |
| TAP-C ${ }^{5}$ | 66.9 | 295.7 | 56.4 | 60.9 | 177.2 | 335.6 | 315.9 | 318.9 | 237.8 | 65.7 |
| TAP-N | 72.9 | 75.1 | 77.1 | 75.9 | 71.9 | 77.0 | 74.2 | 74.9 | 74.4 | 74.5 |
| BA-C ${ }^{5}$ | 184.3 | 294.3 | 174.3 | 304.6 | 185.9 | 294.9 | 162.7 | 300.2 | 95.2 | 304.9 |
| BA-N | 292.3 | 295 | 307.3 | 306.2 | 287.3 | 293.6 | 114.1 | 299.5 | 122.5 | 122.0 |
| CA | 293.3 | 295.8 | 119.0 | 299.4 | 298.2 | 294.6 | 299.0 | 297.7 | 122.9 | 127.8 |
| MM | 296.5 | 296.3 | 309.8 | 85.3 | 296.3 | 295.7 | 303.8 | 84.1 | 83.9 | 84.0 |
|  | $\beta-{ }^{2} T_{3}{ }^{(4)}$ |  |  |  |  |  | ${ }^{1} C_{4}-\beta^{(5)}$ |  |  |  |
| A | 47.7 | 42.8 | 56.9 | 56.5 | 62.5 | 190.8 | 128.1 | 285.4 | 142.2 | 145.9 |
| G | 46.3 | 47 | 57.6 | 57.0 | 169.6 | 59.9 | 135.5 | 284.7 | 141.7 | 143.6 |
| C | 60.3 | 58.5 | 183.6 | 62.8 | 58.9 | 57.9 | 84.1 | 283.8 | 122.8 | 194.2 |
| T | 237.6 | 241.7 | 179.7 | 61.1 | 58.0 | 184.7 | 87.6 | 284.3 | 127.4 | 129.6 |
| U | 233.8 | 239.1 | 180.0 | 61.3 | 57.9 | 184.7 | 86.3 | 284.5 | 127.9 | 129.5 |
| TAP-C ${ }^{5}$ | 224.8 | 224.9 | 17.9 | 18.8 | 204.4 | 300.7 | 128.5 | 305.1 | 29.0 | 31.0 |
| TAP-N | 285.1 | 284.2 | 279.1 | 279.8 | 238.1 | 279.9 | 284.6 | 285.3 | 283.6 | 284.1 |
| BA-C ${ }^{5}$ | 180.1 | 50.1 | 168.0 | 58.1 | 183.4 | 57.1 | 142.2 | 103.0 | 143.0 | 112.8 |
| BA-N | 246.3 | 237.8 | 60.3 | 61.8 | 240.0 | 251.0 | 260.9 | 268.4 | 72.9 | 256.6 |
| CA | 248.6 | 248.1 | 59.6 | 60.4 | 240.5 | 251.4 | 262.3 | 268.5 | 71.5 | 72.5 |
| MM | $5.3 \quad \alpha_{-}^{3} T_{2}{ }^{(4)}$ |  |  |  | 50.9 | 275.7 | ${ }^{4} C_{1}-\alpha^{(5)}{ }^{\text {a }}$ |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| A | 293.1 | 294.1 | 201.6 | 300.4 | 191.7 | 294.6 | 224.1 | 276.4 | 216.5 | 217.2 |
| G | 295.2 | 103.8 | 300.8 | 301.7 | 186.9 | 295.7 | 275.1 | 226.1 | 215.7 | 289.6 |
| C | 288 | 133.6 | 178.8 | 303.6 | 177.9 | 293.2 | 221.2 | 284.7 | 223.2 | 231.8 |
| T | 287.7 | 125.6 | 179.2 | 304.3 | 179.5 | 294.3 | 220.4 | 232.0 | 289.0 | 232.1 |
| U | 288.2 | 128.1 | 178.9 | 304.5 | 179.4 | 294.2 | 219.7 | 284.0 | 289.2 | 291.4 |
| TAP-C ${ }^{5}$ | 312.6 | 313.8 | 332.1 | 55.9 | 140.5 | 156.2 | 48.5 | 48.2 | 52.1 | 226.2 |
| TAP-N | 73 | 75.1 | 80.4 | 79.8 | 81.2 | 77.1 | 69.6 | 69.1 | 77.6 | 78.5 |
| BA-C ${ }^{5}$ | 165.2 | 297 | 194.3 | 302.1 | 186.2 | 295.1 | 217.2 | 269.6 | 216.5 | 242.7 |
| BA-N | 293.6 | 113.8 | 306.9 | 306.9 | 114.4 | 294.0 | 289.6 | 284.4 | 291.7 | 293.2 |
| CA | 294.1 | 295.8 | 118.5 | 119.2 | 300.1 | 295.0 | 290.5 | 284.7 | 112.3 | 112.7 |
| MM | 297 | 83.5 | 309.7 | 310.1 | 171.1 | 296.1 | 215.5 | 210.2 | 210.4 | 209.8 |
|  |   ${ }^{3}{ }^{3} \mathrm{~T}_{2}{ }^{(4)}$    <br> 51.6 70.4 162.1 70.6   |  |  |  |  |  | ${ }^{4} C_{1}-\beta^{(5)}$ |  |  |  |
| A |  |  |  |  | 107.8 | 88.3 | 201.1 | 256.5 | 153.8 | 139.8 |
| G | 53.3 | 70.2 | 169.8 | 70.1 | 190.5 | 192.8 | 246.4 | 254.6 | 184.9 | 183.8 |


| $\mathrm{RU}^{(1)}$ | 2dRibf |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| C | 64.3 | 198.4 | 184.7 | 190.9 | 194.5 | 196.7 | 199.6 | 237.0 | 202.8 | 204.8 |
| T | 242 | 245.4 | 184.3 | 186.0 | 195.1 | 197.6 | 208.6 | 239.2 | 203.9 | 241.6 |
| U | 240.1 | 241.8 | 184.4 | 186.5 | 195.1 | 184.7 | 206.2 | 239.5 | 203.8 | 238.5 |
| TAP-C ${ }^{5}$ | 0.2 | 224.9 | 205.4 | 31.0 | 220.8 | 300.7 | 222.5 | 223.5 | 47.7 | 229.9 |
| TAP-N | 285.7 | 287.8 | 283.0 | 281.3 | 238.1 | 281.3 | 285.5 | 285.2 | 280.1 | 280.0 |
| BA-C ${ }^{5}$ | 221.2 | 69.9 | 180.7 | 70.9 | 183.4 | 57.1 | 195.5 | 247.5 | 195.2 | 109.6 |
| BA-N | 241.5 | 251.5 | 250.7 | 254.7 | 238.0 | 251.0 | 252.4 | 252.3 | 101.2 | 251.9 |
| CA | 59.2 | 67.2 | 66.8 | 69.3 | 239.0 | 251.4 | 66.0 | 67.1 | 283.4 | 67.1 |
| MM | 63.3 | 276.6 | 190.6 | 191.9 | 201.2 | 275.7 | 272.9 | 275.8 | 200.9 | 203.7 |

${ }^{(1)} \mathrm{RU}=$ unspecified Recognition Unit. ${ }^{(2)} \chi$ in vacuum at the DFT level. ${ }^{(3)} \chi$ in implicit solvent at the DFT level using the IEFPCM model. ${ }^{(4)}$ initial sugar ring puckering-anomer for $5-\mathrm{MR}$. ${ }^{(5)}$ initial sugar ring puckering-anomer for 6-MR.

Table A7. Values for the Cremer-Pople (CP) puckering parameters $\phi_{2}$ (phase angle) and $Q$ (total puckering amplitude) that determine the sugar ring conformation for 5-MR. 2dRibf: 2'-deoxyribofuranose, Ribf: ribofuranose and Tho: threose.

| $\mathrm{CP}^{(1)}$ | $\mathrm{RU}^{(2)}$ | 2dRibf |  | Ribf |  | Tho |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ |
|  |  | $\alpha-^{2} T_{3}{ }^{(5)}$ |  |  |  |  |  |
| $\phi_{2}$ | A | 28.5 | 294.7 | 60.1 | 284.7 | 26.6 | 134.9 |
| $Q$ |  | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 | 0.4 |
| $\phi_{2}$ | G | 27.0 | 106.9 | 60.7 | 285.7 | 23.8 | 136.2 |
| $Q$ |  | 0.2 | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | C | 11.1 | 290.3 | 73.7 | 295.5 | 7.6 | 140.5 |
| $Q$ |  | 0.2 | 0.4 | 0.3 | 0.4 | 0.2 | 0.4 |
| $\phi_{2}$ | T | 10.7 | 131.7 | 75.0 | 71.9 | 5.7 | 142.2 |
| $Q$ |  | 0.2 | 0.3 | 0.3 | 0.2 | 0.2 | 0.4 |
| $\phi_{2}$ | U | 10.8 | 131.4 | 76.6 | 289.1 | 5.5 | 142.0 |
| $Q$ |  | 0.2 | 0.3 | 0.3 | 0.4 | 0.2 | 0.4 |
| $\phi_{2}$ | TAP-C ${ }^{5}$ | 17.7 | 150.4 | 253.6 | 247.5 | 60.9 | 164.0 |
| $Q$ |  | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | TAP-N | 51.0 | 293.6 | 305.4 | 37.5 | 51.4 | 285.6 |
| $Q$ |  | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | BA-C ${ }^{5}$ | 70.3 | 136.9 | 100.2 | 126.4 | 285.1 | 141.2 |
| $Q$ |  | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 |
| $\phi_{2}$ | BA-N | 12.8 | 135.6 | 289.5 | 288.3 | 4.5 | 143.9 |
| $Q$ |  | 0.2 | 0.3 | 0.4 | 0.4 | 0.2 | 0.4 |
| $\phi_{2}$ | CA | 13.0 | 136.6 | 288.2 | 323.3 | 293.5 | 145.1 |
| $Q$ |  | 0.1 | 0.3 | 0.4 | 0.2 | 0.4 | 0.4 |
| $\phi_{2}$ | MM | 44.2 | 128.6 | 283.5 | 276.7 | 134.4 | 137.2 |
| $Q$ |  | 0.2 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
|  |  | $\beta-{ }^{2} T_{3}{ }^{(5)}$ |  |  |  |  |  |
| $\phi_{2}$ | A | 97.9 | 96.2 | 78.7 | 76.7 | 124.4 | 268.0 |
| $Q$ |  | 0.4 | 0.4 | 0.4 | 0.3 | 0.4 | 0.3 |
| $\phi_{2}$ | G | 96.6 | 94.0 | 73.3 | 73.7 | 125.2 | 119.5 |
| $Q$ |  | 0.4 | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 |
| $\phi_{2}$ | C | 97.6 | 95.1 | 57.1 | 71.7 | 123.8 | 119.0 |
| $Q$ |  | 0.4 | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 |
| $\phi_{2}$ | T | 340.6 | 339.2 | 68.4 | 68.8 | 121.4 | 132.9 |
| $Q$ |  | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 |
| $\phi_{2}$ | U | 0.7 | 5.8 | 68.5 | 68.7 | 121.3 | 130.8 |
| $Q$ |  | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 |
| $\phi_{2}$ | TAP-C ${ }^{5}$ | 9.6 | 12.2 | 86.4 | 87.1 | 95.9 | 48.8 |
| $Q$ |  | 0.4 | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 |
| $\phi_{2}$ | TAP-N | 124.8 | 101.7 | 52.7 | 37.4 | 285.2 | 18.4 |
| $Q$ |  | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |


| $\mathrm{CP}^{(1)}$ | $\mathrm{RU}^{(2)}$ | 2dRibf |  | Ribf |  | Tho |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ |
|  |  | $\beta-{ }^{2} T_{3}{ }^{(5)}$ |  |  |  |  |  |
| $\phi_{2}$ | BA-C ${ }^{5}$ | 100.1 | 91.7 | 57.8 | 68.6 | 311.5 | 109.3 |
| $Q$ |  | 0.4 | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 |
| $\phi_{2}$ | BA-N | 84.3 | 91.3 | 63.6 | 318.7 | 116.7 | 315.4 |
| $Q$ |  | 0.3 | 0.3 | 0.3 | 0.2 | 0.4 | 0.3 |
| $\phi_{2}$ | CA | 83.7 | 83.3 | 62.5 | 65.7 | 117.3 | 313.4 |
| $Q$ |  | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.3 |
| $\phi_{2}$ | MM | 96.3 | 94.1 | 72.9 | 74.0 | 115.1 | 115.5 |
| $Q$ |  | 0.4 | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 |
|  |  | $\alpha-{ }^{3} T_{2}{ }^{(5)}$ |  |  |  |  |  |
| $\phi_{2}$ | A | 111.9 | 123.0 | 294.0 | 284.3 | 280.7 | 290.1 |
| $Q$ |  | 0.2 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | G | 121.7 | 106.9 | 289.6 | 284.3 | 283.6 | 290.6 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | C | 15.2 | 266.8 | 311.9 | 289.7 | 296.5 | 139.9 |
| $Q$ |  | 0.2 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | T | 12.7 | 270.7 | 309.7 | 288.2 | 298.4 | 141.0 |
| $Q$ |  | 0.2 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | U | 12.6 | 268.6 | 308.7 | 288.5 | 298.5 | 141.3 |
| $Q$ |  | 0.2 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | TAP-C ${ }^{5}$ | 239.9 | 231.2 | 258.8 | 243.1 | 224.0 | 165.9 |
| $Q$ |  | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | TAP-N | 64.0 | 293.6 | 235.2 | 263.2 | 254.5 | 286.1 |
| $Q$ |  | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | BA-C ${ }^{5}$ | 249.3 | 283.6 | 293.5 | 275.7 | 279.6 | 140.2 |
| $Q$ |  | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | BA-N | 21.9 | 294.2 | 290.5 | 287.9 | 292.0 | 143.0 |
| $Q$ |  | 0.1 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | CA | 19.7 | 136.6 | 289.4 | 287.4 | 291.2 | 144.1 |
| $Q$ |  | 0.1 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | MM | 126.5 | 292.7 | 288.1 | 285.1 | 281.1 | 136.7 |
| $Q$ |  | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
|  |  |  |  |  |  |  |  |
| $\phi_{2}$ | A | 300.2 | 303.3 | 62.6 | 311.4 | 234.0 | 188.2 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | 0.3 |
| $\phi_{2}$ | G | 299.2 | 306.8 | 63.1 | 313.4 | 264.5 | 270.7 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 |
| $\phi_{2}$ | C | 306.7 | 299.3 | 343.4 | 67.2 | 280.8 | 273.1 |
| $Q$ |  | 0.2 | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 |
| $\phi_{2}$ | T | 307.3 | 328.1 | 340.1 | 343.1 | 276.2 | 275.6 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | 0.3 |
| $\phi_{2}$ | U | 305.0 | 336.7 | 339.2 | 341.8 | 277.5 | 130.8 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | 0.3 |


| $\mathrm{CP}^{(1)}$ | $\mathrm{RU}^{(2)}$ | 2dRibf |  | Ribf |  | Tho |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ |
|  |  | $\beta-{ }^{3} T_{2}{ }^{(5)}$ |  |  |  |  |  |
| $\phi_{2}$ | TAP-C ${ }^{5}$ | 278.1 | 12.2 | 359.8 | 352.3 | 56.3 | 48.8 |
| $Q$ |  | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | TAP-N | 261.7 | 267.3 | 335.5 | 347.4 | 285.2 | 341.1 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | BA-C ${ }^{5}$ | 54.6 | 320.8 | 347.0 | 330.6 | 311.5 | 109.3 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |
| $\phi_{2}$ | BA-N | 318.1 | 312.3 | 314.3 | 318.4 | 108.2 | 315.4 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.3 | 0.3 | 0.3 |
| $\phi_{2}$ | CA | 319.3 | 311.1 | 316.2 | 318.3 | 109.2 | 313.4 |
| $Q$ |  | 0.3 | 0.3 | 0.4 | 0.3 | 0.3 | 0.3 |
| $\phi_{2}$ | MM | 305.7 | 278.7 | 62.5 | 74.6 | 262.3 | 115.5 |
| $Q$ |  | 0.2 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 |

${ }^{(1)}$ Cremer-Pople (CP) generalized puckering parameters for 5-MR. ${ }^{(2)} \mathrm{RU}=$ unspecified Recognition Unit. ${ }^{(3)} \mathrm{CP}$ puckering parameters in vacuum at the DFT level. ${ }^{(4)} \mathrm{CP}$ puckering parameters in implicit solvent at the DFT level using the IEFPCM model. ${ }^{(5)}$ initial sugar ring puckering-anomer for 5-MR.

Table A8. Values for the polar coordinates $\phi$ (zenithal angle), $\theta$ (azimuthal angle) and $Q$ (total puckering amplitude) derived from the Cremer-Pople ( CP ) puckering parameters that determine the sugar ring conformation for 6-MR. 2dRib: 2'deoxyribopyranose and Rib: ribopyranose.

| $\mathrm{CP}^{(1)}$ | $R \mathrm{U}^{(2)}$ | 2dRib |  | Rib |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ |
|  |  | ${ }^{1} C_{4}-\alpha^{(5)}$ |  |  |  |
| $\phi$ | A | 68.7 | 73.6 | -126.1 | -102.7 |
| $\theta$ |  | 162.3 | 162.0 | 172.5 | 175.8 |
| $Q$ |  | 0.5 | 0.5 | 0.6 | 0.6 |
| $\phi$ | G | 73.8 | 122.6 | -125.1 | -104.1 |
| $\theta$ |  | 162.4 | 174.7 | 172.2 | 175.7 |
| $Q$ |  | 0.5 | 0.6 | 0.6 | 0.6 |
| $\phi$ | C | 66.1 | 72.7 | -130.4 | -107 |
| $\theta$ |  | 160.0 | 159.4 | 173.0 | 176.1 |
| $Q$ |  | 0.5 | 0.5 | 0.6 | 0.6 |
| $\phi$ | T | 178.5 | -175.6 | -126.9 | -98.7 |
| $\theta$ |  | 174.2 | 175.0 | 174.1 | 176.2 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | U | 179.5 | -176.4 | -126.4 | -100.3 |
| $\theta$ |  | 174.2 | 174.9 | 174.2 | 176.2 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | TAP-C ${ }^{5}$ | 161.1 | -162.9 | -128.8 | -111.7 |
| $\theta$ |  | 176.4 | 174.9 | 170.0 | 173.7 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | TAP-N | 157.3 | 163.6 | -152.1 | -142.3 |
| $\theta$ |  | 173.0 | 173.4 | 174.1 | 177.7 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | BA-C ${ }^{5}$ | -168.1 | 84.9 | -122.7 | 170.6 |
| $\theta$ |  | 175.9 | 166.0 | 171.2 | 174.6 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.5 |
| $\phi$ | BA-N | 91.5 | 77.3 | -176.0 | 158.3 |
| $\theta$ |  | 170.5 | 162.7 | 172.9 | 175.8 |
| $Q$ |  | 0.6 | 0.5 | 0.5 | 0.6 |
| $\phi$ | CA | 96.2 | 108.5 | 179.4 | 97.1 |
| $\theta$ |  | 172.7 | 173.3 | 174.5 | 177.2 |
| $Q$ |  | 0.6 | 0.6 | 0.5 | 0.6 |
| $\phi$ | MM | 70.6 | 166.0 | -146.7 | -137.6 |
| $\theta$ |  | 157.9 | 173.3 | 172.8 | 177.1 |
| $Q$ |  | 0.5 | 0.6 | 0.6 | 0.6 |


| $\mathrm{CP}^{(1)}$ | $\mathrm{RU}^{(2)}$ | 2dRib |  | Rib |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ |
|  |  | ${ }^{1} C_{4}-\overline{\beta^{(5)}}$ |  |  |  |
| $\phi$ | A | 120.0 | 112.0 | 140.8 | 63.8 |
| $\theta$ |  | 169.0 | 167.5 | 176.9 | 177.3 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | G | 120.2 | 112.4 | 150.2 | 74.7 |
| $\theta$ |  | 172.0 | 167.4 | 177.0 | 177.2 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | C | 98.5 | 113.1 | 130.6 | 36.6 |
| $\theta$ |  | 157.1 | 164.6 | 171.9 | 166 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | T | 102.4 | 111.5 | 130.9 | 96 |
| $\theta$ |  | 158.0 | 164.5 | 173.2 | 174.5 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | U | 100.1 | 110.7 | 128.6 | 96.2 |
| $\theta$ |  | 157.9 | 164.5 | 173.4 | 174.3 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | TAP-C ${ }^{5}$ | 150.2 | 140.8 | 12.1 | 19.5 |
| $\theta$ |  | 171.8 | 170.7 | 89.6 | 92.4 |
| $Q$ |  | 0.5 | 0.6 | 0.7 | 0.8 |
| $\phi$ | TAP-N | 139.2 | 134.4 | -159.7 | 146.1 |
| $\theta$ |  | 173.9 | 173.9 | 175.7 | 179.1 |
| $Q$ |  | 0.5 | 0.6 | 0.5 | 0.6 |
| $\phi$ | BA-C ${ }^{5}$ | 139.1 | 121.5 | -170.1 | 102.3 |
| $\theta$ |  | 174.1 | 164.5 | 175.7 | 172 |
| $Q$ |  | 0.6 | 0.5 | 0.5 | 0.5 |
| $\phi$ | BA-N | 89.5 | 98.1 | 62.4 | 58.6 |
| $\theta$ |  | 157.1 | 157.7 | 162.6 | 158.2 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | CA | 88.4 | 95.9 | 58.3 | 56.6 |
| $\theta$ |  | 156.7 | 157.3 | 162.2 | 158 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | MM | 136.5 | 129.4 | -154.4 | 125.2 |
| $\theta$ |  | 174.1 | 174.0 | 175.4 | 179 |
| $Q$ |  | 0.6 | 0.6 | 0.5 | 0.6 |
|  |  |  |  |  |  |
| $\phi$ | A | -73.7 | -75.5 | -82.7 | -76.1 |
| $\theta$ |  | 12.1 | 22.7 | 4.4 | 4.9 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | G | -76.3 | -67.8 | -72.2 | -80.6 |
| $\theta$ |  | 22.7 | 13.6 | 4.2 | 14.6 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | C | -69.8 | -95.9 | -75.1 | -57.1 |
| $\theta$ |  | 10.4 | 27.5 | 5.3 | 10.8 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |


| CP ${ }^{(1)}$ | $\mathrm{RU}^{(2)}$ | 2dRib |  | $\underline{\text { Rib }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ |
|  |  | ${ }^{4} C_{1}-\alpha^{(5)}$ |  |  |  |
| $\phi$ | T | -73.3 | -64.0 | -94.1 | -59.4 |
| $\theta$ |  | 10.0 | 16.5 | 21.1 | 11.5 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
|  |  | ${ }^{4} C_{l}-\alpha^{(5)}$ |  |  |  |
| $\phi$ | U | -75.1 | -93.7 | -95.0 | -101.8 |
| $\theta$ |  | 9.7 | 28.5 | 21.6 | 21.4 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | TAP-C ${ }^{5}$ | -31.9 | -25.2 | -16.1 | -17.4 |
| $\theta$ |  | 7.9 | 8.2 | 7.1 | 7.0 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | TAP-N | -84.6 | -78.1 | 9.1 | 5.8 |
| $\theta$ |  | 2.5 | 3.6 | 5.3 | 5.0 |
| $Q$ |  | 0.5 | 0.5 | 0.6 | 0.6 |
| $\phi$ | BA-C ${ }^{5}$ | -56.5 | -65.9 | -18.6 | -52.1 |
| $\theta$ |  | 6.0 | 22.3 | 1.4 | 14.4 |
| $Q$ |  | 0.5 | 0.5 | 0.6 | 0.5 |
| $\phi$ | BA-N | -99.5 | -94.1 | -100.3 | -105.4 |
| $\theta$ |  | 30.5 | 29.4 | 24.5 | 22.0 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | CA | -100.6 | -93.9 | -100.0 | -105.4 |
| $\theta$ |  | 30.6 | 30.0 | 25.6 | 22.8 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.5 |
| $\phi$ | MM | -53.1 | -50.3 | -40.3 | -32.4 |
| $\theta$ |  | 12.4 | 10.4 | 5.0 | 5.4 |
| $Q$ |  | 0.5 | 0.5 | 0.5 | 0.6 |
|  |  |  | ${ }^{4} C_{1}$ |  |  |
| $\phi$ | A | 11.2 | 12.2 | -18.9 | 2.4 |
| $\theta$ |  | 4.0 | 4.0 | 7.6 | 6.8 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | G | 10.8 | 11.2 | -31.5 | -30.8 |
| $\theta$ |  | 4.7 | 3.8 | 7.5 | 7.0 |
| $Q$ |  | 0.6 | 0.6 | 0.5 | 0.6 |
| $\phi$ | C | 19.2 | 7.1 | -24.0 | -18.5 |
| $\theta$ |  | 4.6 | 4.0 | 7.9 | 6.5 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | T | 12.2 | 8.6 | -25.5 | 12.6 |
| $\theta$ |  | 4.1 | 3.6 | 7.2 | 4.5 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | U | 13.6 | 9.6 | -25.2 | 7.4 |
| $\theta$ |  | 4.1 | 3.5 | 7.0 | 4.7 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathrm{CP}^{(1)}$ | $\mathrm{RU}^{(2)}$ | 2dRib |  | Rib |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ | vac. ${ }^{(3)}$ | solv. ${ }^{(4)}$ |
|  |  | ${ }^{4} C_{1}-\overline{\beta^{(5)}}$ |  |  |  |
| $\phi$ | TAP-C5 | 3.8 | -3.9 | 14.2 | 18.6 |
| $\theta$ |  | 4.7 | 4.4 | 5.9 | 5.0 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | TAP-N | 0.1 | -0.9 | 12.5 | 4.5 |
| $\theta$ |  | 5.5 | 5.5 | 6.0 | 6.9 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
|  |  | ${ }^{4} C_{1}-\beta^{(5)}$ |  |  |  |
| $\phi$ | BA-C5 | 17.7 | 4.2 | -33.1 | 37.8 |
| $\theta$ |  | 3.6 | 4.6 | 7.1 | 8.1 |
| $Q$ |  | 0.6 | 0.6 | 0.5 | 0.6 |
| $\phi$ | BA-N | 8.5 | 18.5 | 42.6 | 12.5 |
| $\theta$ |  | 3.5 | 3.8 | 9.9 | 4.9 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | CA | 16.5 | 20.2 | 45.9 | 13.1 |
| $\theta$ |  | 3.0 | 3.3 | 9.4 | 4.8 |
| $Q$ |  | 0.6 | 0.6 | 0.6 | 0.6 |
| $\phi$ | MM | 2.5 | 1.0 | -24.6 | -17.2 |
| $\theta$ |  | 5.8 | 5.5 | 7.2 | 6.5 |
| $Q$ |  | 0.6 | 0.6 | 0.5 | 0.6 |

${ }^{(1)}$ Polar coordinates derived from Cremer-Pople (CP) generalized puckering parameters for 6-MR. ${ }^{(2)}$ RU = unspecified Recognition Unit. ${ }^{(3)} \mathrm{CP}$ puckering parameters in vacuum at the DFT level. ${ }^{(4)} \mathrm{CP}$ puckering parameters in implicit solvent at the DFT level using the IEFPCM model. ${ }^{(5)}$ initial sugar ring puckering-anomer for 5-MR.

Table A9. Differences between the energies of the canonical (predominant) nucleosides and their minor counterparts (see Figure 3.31) in vacuum and in aqueous environment (energies of the canonical form minus that of the minor form). Included differences are between: The total energies without $(\Delta E)$ and with zero-point vibrational correction (ZPE) ( $\Delta E_{(\mathrm{ZPE})}$ ), and Gibbs energies $\left(\Delta G^{\circ}\right)$. All energies are in $\mathrm{kJ} / \mathrm{mol}$ and are obtained from DFT (B3LYP/6-31G( $d, p$ )) calculations. The IEFPCM solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.

| Compared systems ${ }^{(1)}$ | furanoses |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | vac. ${ }^{(2)}$ |  |  | solv. ${ }^{(3)}$ |  |  |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\text {o }}$ | $\Delta E$ | $\Delta E_{\text {( } \mathrm{ZPE})}$ | $\Delta G^{\circ}$ |
| $\Delta X^{(1)}\left(\alpha-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha^{2}{ }^{2} \mathrm{~T}_{3}-\mathrm{rU}-\alpha^{2}{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | -0.9 | -0.9 | -0.9 | 2.5 | 2.8 | 2.3 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha^{-}{ }^{2} \mathrm{~T}_{3}-\mathrm{rU}-\alpha^{2}{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha^{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -7.3 | -7.8 | -5.6 | 2.2 | 2.4 | 2.1 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha^{-}{ }^{2} \mathrm{~T}_{3} \mathrm{r} \mathrm{UU}-\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | -3.5 | -3.6 | -2.8 | -1.7 | -3.2 | 3.0 |
| $\Delta X\left(\alpha^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha^{2} \mathrm{~T}_{3}-\mathrm{rU}-\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\alpha^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -9.9 | -10.5 | -7.5 | -2.0 | -3.6 | 2.7 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 5.7 | 6.1 | 3.9 | 0.6 | 0.8 | 0.8 |
| $\Delta X\left(\alpha^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -0.8 | -0.8 | -0.8 | 0.4 | 0.4 | 0.5 |
| $\Delta X\left(\alpha^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 3.1 | 3.4 | 2.0 | -3.6 | -5.1 | 1.5 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\alpha^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -3.3 | -3.4 | -2.7 | -3.9 | -5.5 | 1.2 |
| $\Delta X\left(\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha^{2} \mathrm{~T}_{3}-\mathrm{rU}-\alpha^{2}{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 1.5 | 1.6 | 0.8 | 7.6 | 9.4 | 3.1 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha^{2} \mathrm{~T}_{3}-\mathrm{rU}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -4.9 | -5.2 | -3.9 | 7.3 | 9.0 | 2.8 |
| $\Delta X\left(\alpha^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha^{2} \mathrm{~T}_{3}-\mathrm{rU}-\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | -1.1 | -1.0 | -1.1 | 3.3 | 3.5 | 3.8 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha^{2} \mathrm{~T}_{3}-\mathrm{rU}-\alpha^{3}{ }^{3}-\mathrm{rT}-\alpha^{3}{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -7.5 | -7.9 | -5.8 | 3.0 | 3.1 | 3.5 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 8.1 | 8.7 | 5.6 | 5.7 | 7.5 | 1.6 |
| $\Delta X\left(\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha_{-}{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\alpha^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | 1.6 | 1.8 | 0.8 | 5.4 | 7.1 | 1.3 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\alpha^{2}{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 5.5 | 6.0 | 3.7 | 1.4 | 1.5 | 2.2 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\alpha^{3} \mathrm{~T}_{2}-\mathrm{rU}-\alpha-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\alpha_{-}{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -0.9 | -0.9 | -1.0 | 1.2 | 1.1 | 2.0 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 0.0 | 0.0 | 2.1 | -0.3 | -0.1 | -1.5 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3} \mathrm{rT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -2.6 | -3.0 | -1.2 | -0.4 | -1.4 | 2.9 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2}\right.$-rT $\left.-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 2.2 | 2.5 | 0.7 | 0.0 | 0.1 | -0.8 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2} \mathrm{rrT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -0.3 | -0.4 | -2.6 | -0.1 | -1.2 | 3.6 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 2.6 | 2.9 | 5.0 | -0.5 | 0.8 | -4.8 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | 0.0 | 0.0 | 1.7 | -0.6 | -0.5 | -0.4 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 4.8 | 5.5 | 3.6 | -0.2 | 1.0 | -4.1 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\beta^{3} \mathrm{~T}_{2}-\mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | 2.2 | 2.5 | 0.3 | -0.3 | -0.3 | 0.3 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | -2.3 | -2.7 | 2.3 | -0.7 | -0.4 | -2.6 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -4.9 | -5.7 | -1.0 | -0.8 | -1.7 | 1.8 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | -0.1 | -0.1 | 0.8 | -0.4 | -0.1 | -1.9 |


| Compared systems ${ }^{(1)}$ | furanoses |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | vac. ${ }^{(2)}$ |  |  | solv. ${ }^{(3)}$ |  |  |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\text {o }}$ | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\text {o }}$ |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -2.7 | -3.1 | -2.5 | -0.5 | -1.5 | 2.5 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 0.2 | 0.3 | 5.2 | -0.9 | 0.5 | -5.9 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{rT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -2.3 | -2.7 | 1.9 | -1.0 | -0.8 | -1.5 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta-{ }^{3} \mathrm{~T}_{2} \mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{dU}\right)$ | 2.5 | 2.8 | 3.7 | -0.6 | 0.7 | -5.2 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dT}+\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rU}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{rT}-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{dU}\right)$ | -0.1 | -0.1 | 0.4 | -0.7 | -0.6 | -0.8 |
|  | pyranoses |  |  |  |  |  |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -0.6 | -0.7 | 0.2 | -0.8 | -0.8 | -2.3 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | -20.1 | -19.4 | -21.9 | -28.8 | -26.7 | -33.5 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -11.8 | -10.6 | -14.6 | -19.4 | -18.4 | -22.8 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | -31.3 | -29.3 | -36.6 | -47.4 | -44.3 | -54.1 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 20.6 | 19.8 | 23.7 | 27.5 | 26.2 | 29.6 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 1.1 | 1.0 | 1.6 | -0.5 | 0.3 | -1.6 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 9.4 | 9.9 | 8.9 | 9.0 | 8.6 | 9.1 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | -10.1 | -8.9 | -13.1 | -19.0 | -17.3 | -22.1 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 9.6 | 8.2 | 13.5 | 19.4 | 18.1 | 20.5 |
| $\Delta X\left(\alpha{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | -9.8 | -10.5 | -8.5 | -8.6 | -7.8 | -10.8 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -1.6 | -1.7 | -1.3 | 0.8 | 0.4 | 0.0 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | -21.1 | -20.4 | -23.3 | -27.2 | -25.4 | -31.3 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 30.8 | 28.6 | 37.0 | 47.7 | 45.0 | 52.4 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 11.3 | 9.9 | 15.0 | 19.7 | 19.2 | 21.1 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 19.6 | 18.8 | 22.3 | 29.2 | 27.4 | 31.9 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 0.1 | 0.0 | 0.2 | 1.2 | 1.6 | 0.6 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 0.4 | 0.4 | -0.1 | 0.7 | 0.7 | 0.6 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 24.9 | 25.1 | 23.9 | 22.1 | 21.0 | 24.1 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 20.7 | 20.2 | 21.8 | 17.0 | 16.4 | 19.2 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4} \mathrm{r} \mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 45.3 | 44.9 | 45.7 | 38.4 | 36.6 | 42.7 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -24.7 | -24.9 | -24.4 | -20.4 | -19.9 | -21.4 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | -0.2 | -0.1 | -0.5 | 1.0 | 0.4 | 2.1 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -4.4 | -5.1 | -2.6 | -4.1 | -4.2 | -2.8 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 20.2 | 19.7 | 21.4 | 17.3 | 16.1 | 20.7 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -19.1 | -18.4 | -21.5 | -16.1 | -15.3 | -18.4 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 5.5 | 6.3 | 2.5 | 5.3 | 5.0 | 5.2 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | 1.3 | 1.4 | 0.4 | 0.2 | 0.4 | 0.2 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 25.9 | 26.1 | 24.3 | 21.6 | 20.6 | 23.8 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -44.2 | -43.7 | -45.8 | -37.2 | -35.9 | -40.4 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | -19.6 | -18.9 | -21.9 | -15.8 | -15.6 | -16.8 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\right)$ | -23.8 | -23.9 | -24.0 | -20.9 | -20.2 | -21.8 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rU}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{rT}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\right)$ | 0.8 | 0.9 | 0.0 | 0.5 | 0.1 | 1.8 |

${ }^{(1)} \Delta X=\Delta E, \Delta E_{(\mathrm{ZPE})}, \Delta G^{0} .{ }^{(2)} \Delta X$ at B3LYP/6-311++G $(d, p)$ in vacuum. ${ }^{(3)} \Delta X$ at B3LYP/6-311++G( $\left.d, p\right)$ in aqueous medium using the IEFPCM implicit solvation model.

## Chapter 4

# Thermodynamic basis for the emergence of protonucleotides containing $P$ or As: a computational 

 assessment ${ }^{7,8,9}$"The greatest history book ever written is the one hidden in our DNA"
H S. Wells,
in "The journey of man: a genetic odyssey", London, Penguin, 2003

### 4.1 Introduction

The building blocks of today's nucleic acids (NAs), contain three main components: a nucleobase or Recognition Unit (RU), a sugar or Trifunctional Connector (TC) and a phosphate $\left(\mathrm{PO}_{3}{ }^{-}\right)$group or Ionized Linker (IL). A Nucleoside (Ns) contains a sugar + base and a Nucleotide $(\mathrm{Nt})$ has the nucleoside + phosphate. The bases are N -glycosylated to the C 1 ' position of the sugar that can be D-ribofuranose (Ribf) in RNA or D-2'-deoxyribofuranose (2dRibf) in DNA. In today's nucleic acids there are mainly 5 nitrogenous bases \{2 purines: Adenine (A) and Guanine (G) and 3 pyrimidines: Cytosine (C), Thymine (T) and Uracil (U) \}. The $\mathrm{PO}_{3}{ }^{-}$connects the nucleosides usually between the C3' and C5' positions of the 2dRibf or Ribf creating the backbone of NAs \{[-(2d)Ribf-C5'-O- $\mathrm{PO}_{2}{ }^{-} \mathrm{O}-\mathrm{C} 3$ '-(2d)Ribf- $\left.]_{n}\right\}$ [1]. Another interesting molecular property of the building blocks of NAs is related with the stereoselectivity of the glycosidic bond between the sugar and the base. All nucleotides exhibit a $\beta$ - instead of an $\alpha$-configuration at the C 1 ' carbon of the sugar either in DNA or RNA (see Figure 4.1).

[^2]

Figure 4.1 Molecular structure of nucleotides and orientation of the RU (nucleobases or recognition units) at the C 1 ' of a $5-\mathrm{MR}$ TC (trifunctional connector) with respect to the IL (Ionized Linker) hydrogen-phosphate $\left(\mathrm{HPO}_{3}{ }^{-}\right)$group at the C 5 ' for the (left): $\beta$ - (found in today's NAs) and (right): $\alpha$-anomers of nucleotides. $\mathrm{R}_{1}: \mathrm{H}$ in $2^{\prime}$ deoxynucleotides (in DNA) or OH in ribonucleotides (in RNA).

But the question remains, what are the factors that pushed Nature to select such a molecular structure for today's nucleotides?

Can we consider thermodynamics or the energetic changes associated with the molecular structure of the nucleotides and their synthesis as a determining factor for the natural selection and/or evolution of the building blocks of NAs?

Due to the known instability of the N -glycosidic and phosphate bonds of the canonical nucleotides ("water problem") [2] and their inability to create complementary base pairing ("paradox of base pairing") [3, 4] in aqueous solution it has been proposed that DNA and RNA emerged as a product of evolution from a proto- and pre-RNA that was synthesized easier in the primitive earth from components different to today's TCs, RUs and ILs [5].

Among these alternative components the bases 2, 4, 6-TriAminoPyrimidine (TAP), Barbituric Acid (BA), MelaMine (MM) and Cyanuric Acid (CA) [6, 7, 8, 9] have been chosen since they can generate $\pi$-stacking polymers and/or glycosylate with ribose dehydrating/rehydrating conditions.

Additionally, other alternative backbones have been also explored for the capacity to create Watson \& Crick (WC) complementary base pairing similar to today's DNA double helix and crosspair with single strands of DNA and RNA. These include 6 - membered ring (6-MR) sugars (in pyranosil (p)-RNA) [10, 11], threose (in TNAs) [5, 12, 13], glycerol (in GNA) [5, 14, 15, 16, 17, $18,19]$ and the arsenate ion $\left(\mathrm{AsO}_{3}{ }^{-}\right)$has been proposed as a plausible replacement for $\mathrm{PO}_{3}^{-}$[20, 21, 22].

Could thermodynamics explain the plausibility for the synthesis of some of these alternative (non-canonical) nucleotides and their corresponding stereoselectivity? How is it compared with the canonical counterparts.

In summary, this study will address whether or not the $\beta$ - instead of an $\alpha$-configuration is preferential for alternative RUs. The role of thermodynamics in the anomeric selection and assembly of alternative non-canonical components of nucleotides and the selection of a furanose ring over a pyranose ring will also be explored.

Similar to our paper published in 2022 [23] (reproduced in this thesis as its Chapter 2) two synthetic pathways: classic and alternative pathways for the prebiotic formation of canonical and non-canonical nucleotides will be considered and the following hypothesis will be tested: did the preferential conformations of the RU around the TC and the preferential 2dRibf or Ribf sugar ring conformations were inherited from the individual monomeric blocks?

Finally, different sugar-exchange reactions will be modeled to assess if the changes in the free energy for the reaction can justify the selection of T for DNA and U for RNA.

### 4.2 Computational methods

All canonical and non-canonical nucleotides were designed from the nucleosides and individual components: Trifunctional Connectors (TCs) and Recognition Units (RUs) modeled in Chapter 3 of this dissertation.

Two different pathways were considered in modeling the artificial prebiotic synthesis of the nucleotides:

- Classic pathway $(\mathrm{a}+\mathrm{b})$ : include the condensation reaction between a TC and a RU (reaction
(a) $\left\{\right.$ TC-OH $+\mathbf{H}-\mathrm{RU} \rightarrow$ nucleoside $\left.+\mathrm{H}_{2} \mathrm{O}\right\}$ ) followed by a condensation reaction between
the corresponding nucleosides and the IL (reaction (b) or \{nucleoside- $\mathbf{H}+\mathbf{O H}-\mathrm{IL} \rightarrow$ nucleotide $\left.+\mathrm{H}_{2} \mathrm{O}\right\}$ ).
- Alternative pathway ( $\mathrm{c}+\mathrm{d}$ ): a condensation reaction between each TC with each Ionized Linker (IL) generates a TC-IL backbone derivative (reaction (c) or $\{\mathrm{TC}-\mathbf{H}+\mathbf{O H}-\mathrm{IL} \rightarrow \mathrm{TC}$ IL backbone $\left.+\mathrm{H}_{2} \mathrm{O}\right\}$ ). This reaction is proceeded by the condensation reaction between the TC-IL backbone and each RU to generate the corresponding nucleotides (reaction (d) or $\left\{\right.$ TC-IL- $\mathbf{O H}+\mathbf{H}-\mathrm{RU} \rightarrow$ nucleotide $\left.+\mathrm{H}_{2} \mathrm{O}\right\}$ ).

An in-house bash-Python scripts were used to design the 3D structures of each nucleoside, TC-IL backbone and nucleotide by manipulating the Z-matrices of the different TCs, RUs, IL, nucleosides and TC-IL backbones. These scripts use OpenBabel [24] in bash mode to convert files to different formats. All possible combinations between the components represented in Figure 4.2 were explored and each nucleotide was considered in its $\beta$ - and $\alpha$-configuration.

The initial geometries of all the individual components were optimized at the DFT-B3LYP/6-311++G $(d, p)$ level of theory. Two initial ring puckering conformations were considered for the furanose (F-form) ( ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ ) and two for the pyranose forms (P-form) ( ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$ ) of the TC that were CarboHydrates ( CHs ) in the corresponding $\alpha$ - and $\beta$-configurations at the C 1 ' position.

For the classic pathway 484 nucleosides that can bind an IL were modeled (see Chapter 3) by binding each TC with each RU.

PNA nucleosides were excluded from this study since the nucleosides containing N -(2aminoethyl)glycine can create polymeric strands through peptide bonds without the need of an IL [25, 26, 27, 28, 29, 30, 31].

For consistency, the N - and C-glycosidic bond lengths were initially set to $1.52 \AA$, while the dihedral angle $\mathrm{H}-\mathrm{C} 1^{\prime}-\mathrm{N}(\mathrm{C})-\mathrm{C} x$ was set to $-179.46^{\circ}$. These values guarantee that there are not intramolecular steric clashes or undesirable bond formation in the building blocks. The N - or C -glycosidic bonds included the C 1 '-N1 for the canonical pyrimidines and N -glycosylated BA, C1'-N9 for the canonical A and G, C1'-C5 for C-glycosylated BA and TAP, C1'-hexocyclic NH for N -glycosylated TAP or MM and C1'-N5 for MM.

Each of these 484 nucleosides structures (242 in vacuum and implicit solvent respectively) were subjected to a fully relaxed scan around the dihedral $\chi$ involving the


Glyceric acid

Figure 4.2 Canonical and non-canonical RUs, TCs and ILs considered in the modeling of the nucleotides. A: adenine, G: guanine, C: cytosine, T: thymine, U: uracil, TAP: 2, 4, 6 -Triaminopyrimidine, BA: barbituric acid in enol form, MM: melamine, CA: cyanuric acid, 2dRibf: 2'-deoxyribofuranose ( $\beta$-anomer present in DNA), Ribf: Dribofuranose ( $\beta$-anomer present in RNA), Tho: D-threose (L-enantiomer in TNA), 2dRib: D-2'-deoxyribopyranose (present in p-DNA), Rib: ribopyranose (present in p-RNA), glycerol and glyceric acid (present in GNA), $\mathrm{H}_{2} \mathrm{PO}_{4}^{-}$: (di)hydrogenphosphate ion, $\mathrm{H}_{2} \mathrm{AsO}_{4}^{-}$: (di)hydrogen-arsenate ion. $\cdots$ : Bonds been broken during
the condensation reactions. : rotatable bonds changed during modeling of the potential energy surface at the semiempirical PM7 and the DFT-B3LYP/6$311++\mathrm{G}(d, p)$ levels. The blue and green C and N represent reactive centers for the glycosylation of TAP and BA that creates N - or C-nucleotides respectively.
glycosidic bond in 6 steps of $60^{\circ}$. The structures with the lowest energy from each of these PES were refined by subjecting each one to a final fully-unconstrained optimization at the DFT-B3LYP/6-311++G $(d, p)$ level of theory to obtain the final structure of the nucleosides in vacuum and in implicit solvation. A harmonic frequency calculation was performed as usual to ensure that the final structures were, each, a minimum on the PES.

Each IL, either $\mathrm{H}_{2} \mathrm{PO}_{4}^{-}$or $\mathrm{H}_{2} \mathrm{AsO}_{4}^{-}$was bound to the $\mathrm{C}^{\prime}$ ( 2 dRibf , Ribf), $\mathrm{C}^{\prime}$ ( 2 dRib , Rib), C3' (Tho), C1 (glycerol or glyceric acid) of each nucleoside and a soft potential energy scan was performed by rotating the torsion angle $\gamma$ that involves the $\mathrm{HPO}_{3}{ }^{-}-\mathrm{C}^{\prime}{ }^{\prime}-\mathrm{C} 4{ }^{\prime}-\mathrm{C} x$ dihedral (see Figure 4.1) in 6 steps of $60^{\circ}$. The molecular geometries with the lowest energy were fully optimized at the same B3LYP/6-311++G $(d, p)$ in vacuum and in implicit solvation and it was verified that vibrational frequencies included no imaginary ones to guaranty that the optimized structures were local minima on the PES.

In total 968 nucleotides ( 484 with each IL and from those 242 in each environment) were modeled according to the protocol described above.

A similar procedure was followed for the modeling of the canonical and noncanonical nucleotides considering an alternative pathway. In this case the TC-IL backbones were first modeled by binding each IL to the C5' (2dRibf, Ribf), C4' (2dRib, Rib), C3' (Tho), C1 (glycerol or glyceric acid) generating a total of 88 TC-IL backbones \{2 ILs x 2 environments (vacuum and implicit solvation) x [20 sugar ring conformations (12 [6 anomers ( $\beta$ and $\alpha$ ]) for the $5-\mathrm{MR}$ and 8 [4 anomers ( $\beta$ and $\alpha$ ] for the 6-MR sugars respectively) +2 non-sugar TCs] $\}$.

Each RU was C- or N-bound to the corresponding TC-IL backbones at the C1'. A similar procedure to the one to obtain the final nucleosides in the classic pathway $(a+b)$ was followed to obtain the final 968 canonical and non-canonical nucleotides minimized structures.

The different sugar-exchange reactions, pseudorotational equilibriums (see equations 3.13.6 of section 3.3 in Chapter 3), RU conformations on the glycosidic bond and puckering parameters for each nucleotide with a CH -like TC were estimated similarly to the procedure in Chapter 3.

Aqueous solvation has been implemented implicitly by using the integral equation formalism variant of the "polarizable continuum model" (IEFPCM) [32, 33, 34, 35, 36, 37] implemented in Gaussian 16 [38], the software package used for all DFT calculations in this work.

### 4.3 Results and discussion

### 4.3.1 Pseudorotational equilibrium and anomer-exchange reactions of canonical and noncanonical nucleotides containing 5- and 6-MR sugars

A paper published by Castanedo and Matta (CM) in 2022 [23] estimates the changes in different thermodynamical parameters for the selection of the $\beta$ - over the $\alpha$ - anomers of the canonical nucleotides in their F-form by modeling each building block at the B3LYP/6-31G $(d, p)$ level of theory in vacuum and using the IEFPCM to account for the effects of solvent. The energetic differences between both $\beta$ - and the $\alpha$-configuration were estimated as:
$X_{\beta \alpha}=X_{\beta}-X_{\alpha}$
where $\Delta X$ denotes $\Delta E$ (the difference is of the total energies), or $\Delta E_{\text {(ZPE) }}$ (the difference in the total energies corrected for zero-point vibrational energies (ZPEs)) and the change in the Gibbs free energy $\left(\Delta G^{\circ}\right)$.

CM found that for the Nts obtained in vacuum from either classic or alternative pathways the $\beta$-anomer was favored across the board.

Thibaudeau and coworkers (Tcw) [39, 40, 41] have addressed the question on why Nature chose the $\beta$-anomers over the $\alpha$-counterpart for today's nucleosides and nucleotides by analyzing the pseudorotational equilibrium between the two preferential furanose ring conformations South
or ${ }^{2} \mathrm{~T}_{3}$ (C2'-endo-C3'-exo) and North or ${ }^{3} \mathrm{~T}_{2}$ (C2'-exo-C3'-endo) and the different stereoelectronic effects that affect these equilibria. Some of these factors include the anomeric and gauche effect. Tcw determined that for $2^{\prime}, 3^{\prime}$-di-(deoxy)nucleosides (ddNs) the $\alpha$-anomer is more favored in the ${ }^{2} \mathrm{~T}_{3}$ conformation meanwhile the $\beta$-counterpart is more favored in the ${ }^{3} \mathrm{~T}_{2}$. Tcw measured the thermodynamic parameters for the pseudorotational equilibrium in a protonated, deprotonated and neutral state of the bases and determined that the $\Delta G^{\circ}$ and $\Delta H^{\circ}$ for the pseudorotation of the $\beta$ nucleosides was sensitive to the variation of the $\mathrm{p} K_{\mathrm{a}}$ of the environment than the $\alpha$-counterpart, which could mean that correct anomers is more flexible. Tcw argues that this property could have favored one anomer over the other in environments with a gradient of pH and temperature like e.g., the hydrothermal vents [42, 43, 44].

Applying the ideas from Tcw we have decided to theoretically study a total 24 reactions in vacuum and implicit solvation, respectively for each TC-IL backbone and each nucleotide from pathways ( $a+b$ ) or ( $\mathrm{c}+\mathrm{d}$ ). These reactions include 4 pseudorotational equilibrium (two for furanoses and two pyranoses) and 8 anomer-exchange reactions (4 for each sugar ring) for the nucleotides with each type of IL (see schemes 3.7-3.18 in section 3.4.2 of Chapter 3 and Figure 4.3).

## Pseudorotational equilibrium and anomer-exchange reactions for TC-IL backbones

Figure 4.4 shows a bar graph with the $\Delta G^{0}$ for the different pseudorotational equilibriums (1 and 3) and the different sugar-exchange reactions (reactions 2, 4, 5 and 6) for the TC-IL backbone molecules containing either $\mathrm{H}_{2} \mathrm{PO}_{4}{ }^{-}$or $\mathrm{H}_{2} \mathrm{AsO}_{4}{ }^{-}$in vacuum or implicit solvation.

An analysis of the equilibriums \#1 and \#3 shows that for the $\mathrm{HPO}_{2}^{-}-\mathrm{O}-\mathrm{TC}$ in vacuum most of the energies are within the intrinsic error for the method used ( $\approx 17 \mathrm{~kJ} / \mathrm{mol}$ ). Exceptions are observed in vacuum for $\mathrm{HPO}_{2}^{-}-\mathrm{O}-\mathrm{Ribf}$ in which equilibrium \#1 favors the $\alpha-{ }^{3} \mathrm{~T}_{2}\left(\Delta G^{\circ}=17.9 \mathrm{~kJ} / \mathrm{mol}\right)$ and for $\mathrm{HPO}^{-}{ }_{2}$-O-Ribf equilibrium \#3 favors $\beta-{ }^{3} \mathrm{~T}_{2}\left(\Delta G^{\circ}=25.1\right.$ $\mathrm{kJ} / \mathrm{mol}$ ). In the case of the $\mathrm{HAsO}^{-}-\mathrm{O}-\mathrm{TC}$ backbones in vacuum the only exceptions are the pyranoses 2 dRib (equilibrium \#1 favors the $\alpha{ }^{3} \mathrm{~T}_{2}\left\{\Delta G^{\circ}=21.5 \mathrm{~kJ} / \mathrm{mol}\right\}$ ) and the Rib where equilibrium \#1 and \#3 favors the $\alpha-{ }^{3} \mathrm{~T}_{2}\left\{\Delta G^{\circ}=17.6 \mathrm{~kJ} / \mathrm{mol}\right\}$ and $\beta-{ }^{3} \mathrm{~T}_{2}\left\{\Delta G^{\circ}=20.4 \mathrm{~kJ} / \mathrm{mol}\right\}$ respectively. In aqueous solution the only significant energies are for the equilibrium \#3 of the $\mathrm{HAsO}_{2}^{-}-\mathrm{O}-2 \mathrm{dRibf}$ in which the $\beta-{ }^{2} \mathrm{~T}_{3}$ is favored.
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Figure 4.3 a) Equilibrium between the $\mathrm{E}_{1}\left({ }^{4} \mathrm{C}_{1}\right)$ and $\mathrm{A}_{1}\left({ }^{1} \mathrm{C}_{4}\right)$ conformations for a nucleotide with a 6-MR TC. ( $\mathrm{R}_{1}: \mathrm{H}$ for 2 dRib ), OH for Rib nucleotides. $\mathrm{R}_{2}: \mathrm{HPO}_{3}{ }^{-}$or $\mathrm{HAsO}_{3}{ }^{-}, \mathrm{b}$ ) equilibrium between the ${ }^{3} \mathrm{~T}_{2}$ (2'- exo-3'-endo) and ${ }^{2} \mathrm{~T}_{3}$ (2'-endo-3'-exo) conformations for the nucleotides with a 5-MR TC. ( $\mathrm{R}_{1}$ : H for 2dRibf and Tho, OH for Ribf. $\mathrm{R}_{2}$ : H for 2dRibf, Ribf and OH for Tho. $\mathrm{R}_{3}: \mathrm{HPO}_{3}{ }^{-}$or $\mathrm{HAsO}_{3}{ }^{-}$) [45, 40, 41] (taken from [40] and reprinted with permission of Elsevier).


Figure 4.4 Comparison of the Gibbs free energies $\left(\Delta G^{\circ}\right)$ at 298 K for the equilibrium of pseudorotation and anomeric transformation reactions for the $\alpha$ - and $\beta$ - anomers of (left) TCs-mono-phosphate ( $\mathrm{HPO}_{2}{ }^{-}-\mathrm{O}-\mathrm{TC}$ ) and (right) TCs-mono-arsenate ( $\mathrm{HAsO}_{2}{ }^{-}-$ O-TC) backbones. The sugar ring conformations considered are ${ }^{3} \mathrm{~T}_{2}$ and ${ }^{2} \mathrm{~T}_{3}$ for the 5MR 2dRibf, Ribf, Tho and ${ }^{1} \mathrm{C}_{4}$ and ${ }^{4} \mathrm{C}_{1}$ for the 6-MR 2dRib and Rib. The anomers are $\alpha$ - and $\beta$-. The Gibbs energies are defined by equations 3.1-3.6 of Chapter 3. (Top) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.

An analysis of the anomer-exchange reactions for the backbone molecules containing $\mathrm{HPO}_{3}^{-}$shows that for the case of the $\mathrm{HPO}_{2}^{-}-\mathrm{O}-\mathrm{Ribf}$ in vacuum the reaction \#4 favors the $\beta-{ }^{3} \mathrm{~T}_{2}\left(\Delta \boldsymbol{G}_{4}^{\circ}=-22.4 \mathrm{~kJ} / \mathrm{mol}\right)$. In the case of the $\mathrm{HPO}_{2}{ }_{2}-\mathrm{O}-\mathrm{Tho}$ reaction \#2 and \#5 favors the $\alpha-^{2} \mathrm{~T}_{3}\left(\Delta \boldsymbol{G}_{2}^{\circ}=33.0 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\alpha{ }^{-}{ }^{3} \mathrm{~T}_{2}\left(\Delta \boldsymbol{G}_{5}^{\circ}=33.0 \mathrm{~kJ} / \mathrm{mol}\right)$ anomers. For $\mathrm{HPO}_{2^{-}}^{-}$ O-2dRib reaction \#2 and \#5 favors the $\beta-{ }^{4} \mathrm{C}_{1}\left(\Delta \boldsymbol{G}_{2}^{\circ}=-17.0 \mathrm{~kJ} / \mathrm{mol}\right.$ and $\Delta \boldsymbol{G}_{5}^{\circ}=-17.8 \mathrm{~kJ} / \mathrm{mol}$ respectively). For the $\mathrm{HPO}_{2}^{-}-\mathrm{O}-\mathrm{Rib}$ the reaction $\# 5$ prefers the $\alpha-{ }^{1} \mathrm{C}_{4}$.

In the case of the backbone molecules in aqueous environment the reactions \#4 and \#5 for $\mathrm{HPO}^{-}{ }_{2}$-O-Tho favor the $\alpha_{-}^{3} \mathrm{~T}_{2}\left(\Delta G_{4}^{\circ}=23.5\right.$ and $\left.\Delta G_{5}^{\circ}=17.1 \mathrm{~kJ} / \mathrm{mol}\right)$.

For the backbone molecules containing $\mathrm{HAsO}_{3}^{-}$instead of $\mathrm{HPO}_{3}^{-}$in vacuum the reaction \#6 for $\mathrm{HAsO}^{-}{ }_{2}-\mathrm{O}-\mathrm{Ribf}$ favors the $\alpha_{-}^{2} \mathrm{~T}_{3}\left(\Delta G_{6}^{\circ}=-18.0 \mathrm{~kJ} / \mathrm{mol}\right)$. For the $\mathrm{HAsO}^{-}{ }_{2}-\mathrm{O}-$ Tho reactions \#2 and \#5 favor the $\alpha-{ }^{2} \mathrm{~T}_{3}\left(\Delta \boldsymbol{G}_{2}^{\circ}=22.2 \mathrm{~kJ} / \mathrm{mol}\right)$ and the $\alpha-{ }^{3} \mathrm{~T}_{2}\left(\Delta \boldsymbol{G}_{5}^{\circ}=22.3\right.$ $\mathrm{kJ} / \mathrm{mol})$. For the $\mathrm{HAsO}_{2}^{-}-\mathrm{O}-2 \mathrm{dRib}$ reactions \#2 favors the $\beta-{ }^{4} \mathrm{C}_{1}\left(\Delta \boldsymbol{G}_{2}^{\circ}=-19.0 \mathrm{~kJ} / \mathrm{mol}\right)$ and reaction \#6 favors the $\beta-{ }^{1} \mathrm{C}_{4}\left(\Delta G_{6}^{\circ}=18.0 \mathrm{~kJ} / \mathrm{mol}\right)$. For the case of the $\mathrm{HAsO}_{2}^{-}-\mathrm{O}-\mathrm{Rib}$ reaction \#5 favors the $\alpha-{ }^{1} \mathrm{C}_{4}\left(\Delta G_{5}^{\circ}=31.9 \mathrm{~kJ} / \mathrm{mol}\right)$.

For the $\mathrm{HAsO}_{3}^{-}$backbone molecules in implicit solvation the only significant differences are observed for the reaction $\# 4$ and $\# 6$ of the $\mathrm{HAsO}_{2}^{-}-\mathrm{O}-2 \mathrm{dRibf}$ favoring the $\alpha-{ }^{3} \mathrm{~T}_{2}\left(\Delta G_{4}^{\circ}=17.1 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\beta-{ }_{-}^{3} \mathrm{~T}_{2}\left(\Delta G_{6}^{\circ}=22.4 \mathrm{~kJ} / \mathrm{mol}\right)$ respectively and for the $\mathrm{HAsO}^{-}$ ${ }_{2}$-O-Tho, reactions \#2 $\left(\alpha_{-}{ }^{2} \mathrm{~T}_{3}, \Delta \boldsymbol{G}_{2}^{\circ}=19.0 \mathrm{~kJ} / \mathrm{mol}\right)$, \#4 $\left(\alpha_{-}{ }^{3} \mathrm{~T}_{2}, \Delta \boldsymbol{G}_{4}^{\circ}=20.9 \mathrm{~kJ} / \mathrm{mol}\right)$ and \#5 $\left(\alpha-{ }^{3} \mathrm{~T}_{2}, \Delta G_{5}^{\circ}=30.4 \mathrm{~kJ} / \mathrm{mol}\right)$.

Overall, it is noticed that changing the $\mathrm{IL} \mathrm{from}^{\mathrm{HPO}}{ }_{3}$ to $\mathrm{HAsO}_{3}^{-}$changes the energetic outcomes from the pseudorotational equilibriums and the sugar-exchange reactions. Nevertheless, in some cases both anomers cannot be discriminated thermodynamically since the free energies are within the intrinsic error of the computational method. It is also observed that for the sugar-exchange reactions in which one anomer is preferred the $\alpha$-configuration is usually favored.

## Pseudorotational equilibrium and anomer-exchange reactions for canonical and noncanonical nucleotides

Let's assess first how our results compared to the studies from Tcw [39, 40, 41]. Tcw predicted that overall, for ddNs and D-2'-deoxyribonucleosides (dNs) the pseudorotational equilibrium of the $\beta$-anomer is displaced towards the ${ }^{3} T_{2}$ ring conformation, meanwhile for the $\alpha$ anomer the ${ }^{3} \mathrm{~T}_{2} \rightarrow{ }^{2} \mathrm{~T}_{3}$ equilibrium prefers the ${ }^{2} \mathrm{~T}_{3}$ sugar ring conformation.

The magnitude for the variation of the energies is usually higher for the $\beta-\left\{\Delta \boldsymbol{G}^{\circ}=3.1\right.$ $\mathrm{kJ} / \mathrm{mol}\}$ than the $\alpha$-anomer $\left\{\Delta G^{\circ}=-1.2 \mathrm{~kJ} / \mathrm{mol}\right\}$. Meanwhile, for the case of canonical
ribonucleotides with a $\mathrm{PO}^{3-}{ }_{4}$ group in the C 3 ' the gauche effects of the $\mathrm{O}^{\prime}{ }^{\prime}-\mathrm{C}^{\prime}-\mathrm{C} 1^{\prime}-\mathrm{N} 1 / \mathrm{N} 9$ drives the pseudorotation towards the ${ }^{2} \mathrm{~T}_{3}$ puckering for $\beta$-anomers and in the case of the $\alpha$ anomers there is not preference for a specific sugar ring conformation since there is a O2'-C2'-C1'-N1/N9 gauche effect in both ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$.

Table A3 in the Appendices section represents the $\%$ of $\Delta G^{\circ}$ within the error of the method ( $17 \mathrm{~kJ} / \mathrm{mol}$ ), $\leq-17 \mathrm{~kJ} / \mathrm{mol}$ and $\geq 17 \mathrm{~kJ} / \mathrm{mol}$ for the different pseudorotational equilibriums and anomer-exchange reactions for canonical and non-canonical nucleotides (see Table A1 and Table $\mathbf{A 2}$ from the Appendices section for the specific values of each $\left.\Delta G^{\circ}\right)$.

## Pseudorotational equilibrium \#1:

In the case of the nucleotides obtained from the pathway $(a+b)$ an analysis of the $\Delta G^{\circ}$ for the pseudorotational equilibrium \#1 of the canonical and non-canonical F-form nucleotides in their $\alpha$-configuration with phosphate in vacuum and aqueous solution shows that most of the structures have negligible $\Delta G^{\circ}$ (either sugar puckering is favored). For the case of the nucleotides with the TC in the P-form there is a higher $\%$ of structures with energies $\geq 17 \mathrm{~kJ} / \mathrm{mol}$ favoring the $\alpha-{ }^{1} \mathrm{C}_{4}$ puckering. A similar trend is observed when phosphorus is replaced by arsenic.

In the case of the nucleotides from pathway ( $\mathrm{c}+\mathrm{d}$ ) similar trends are observed for the 5-MR and $6-\mathrm{MR}$ of the nucleotides with $\mathrm{HPO}_{3}^{-}$and $\mathrm{HAsO}_{3}^{-}$.

These results suggest that for the 6 -MR nucleotides with an $\alpha$-configuration a predominance of the steric over the anomeric or gauche effects may force the conformation of the sugar to place the base in the most stable equatorial position in the pseudorotational equilibrium. This conformation may avoid electrostatic repulsion with the IL in the C4' and the hydroxyl group in the C2' of the sugar.

## Pseudorotational equilibrium \#3:

An analysis of the distributions for the pseudorotational equilibrium \#3 corresponding to the $\beta$-anomers of the monophosphate nucleosides obtained from the classic pathway reveals that for the nucleotides with the sugar in the F-form in vacuum there is a slightly higher \% of structures
with negligible energies (46.7\%) meanwhile around $40 \%$ of structures have $\Delta G_{3}^{\circ} \geq 17 \mathrm{~kJ} / \mathrm{mol}$ favoring the ${ }^{3} \mathrm{~T}_{2}$ puckering. This result is in agreement with Tcw studies [45]. In aqueous environment all energies are negligible. For the non-canonical nucleotides most of energies are within the intrinsic error of the method used. For the case of the canonical nucleotides in the P-form in either vacuum or solvation the highest $\%$ of structures have $\Delta G_{3}^{\circ} \geq 17 \mathrm{~kJ} / \mathrm{mol}$ favoring the $\beta-{ }^{1} \mathrm{C}_{4}$.

For the case of the canonical nucleotides containing arsenate and a 5-MR in vacuum and aqueous solution most of structures have negligible energies. In the case of the canonical nucleotides with a $6-\mathrm{MR}$ there is $50 \%$ of structures with $\Delta G^{0} \leq 17$ (favoring the $\beta-{ }^{4} \mathrm{C}_{1}$ ring conformation) and the other $50 \%$ of structures with $\Delta G^{\circ}$ within the error. Solvation makes $80 \%$ of the energies negligible. $66.7 \%$ and $83.3 \%$ of non-canonical nucleotides in vacuum and implicit solvation respectively had energies within the error.

For the case of the canonical and non-canonical nucleotides with phosphate and a TC in the F-form obtained from the alternative ( $\mathrm{c}+\mathrm{d}$ ) pathway most of $\Delta G^{\circ}$ are within $17 \mathrm{~kJ} / \mathrm{mol}$. For the case of the canonical nucleotides with a 6 -member ring ( $6-\mathrm{MR}$ ) $80 \%$ and $50 \%$ of free energies in vacuum and aqueous solution contain $\Delta G^{\circ} \leq 17 \mathrm{~kJ} / \mathrm{mol}\left({ }^{4} \mathrm{C}_{1}\right.$ favored) respectively. The rest of energies are negligible. For the canonical and non-canonical nucleotides with a 5-MR and arsenate in vacuum there is a higher $\%$ of structures with $\Delta G^{\circ} \geq 17 \mathrm{~kJ} / \mathrm{mol}\left({ }^{3} \mathrm{~T}_{2}\right.$ puckering preferable), meanwhile in aqueous solution most of energies are within the intrinsic error of DFT-B3LYP/6$311++\mathrm{G}(d, p)$. For the canonical nucleotides with the TC in the P -form in either environment there is a preference for the ${ }^{4} \mathrm{C}_{1}$ puckering, meanwhile the non-canonical nucleotides with a $6-\mathrm{MR}$ TC does not prefer either TC ring conformation in vacuum ( $75 \%$ with $-17 \mathrm{~kJ} / \mathrm{mol}<\Delta G^{\circ}<17 \mathrm{~kJ} / \mathrm{mol}$ ) and in implicit solvation there is a slight preference for $\beta-{ }^{4} \mathrm{C}_{1}(58.3 \%)$.

In summary, most of pseudorotational equilibriums have energies within the intrinsic error of the DFT-B3LYP/6-311++G $(d, p)\left(-17 \mathrm{~kJ} / \mathrm{mol}<\approx \Delta G^{\circ}<\approx 17 \mathrm{~kJ} / \mathrm{mol}\right)$ with some scarce exceptions mostly for the nucleotides with the TC in the P-form. Generally, for these cases the pseudorotational equilibrium of nucleotides obtained from the $(a+b)$ pathway is bias towards the ${ }^{1} \mathrm{C}_{4}$ puckering, meanwhile for the nucleotides obtained from the alternative pathway ( $\mathrm{c}+\mathrm{d}$ ) the equilibrium favors the ${ }^{4} \mathrm{C}_{1}$ sugar ring puckering.

Let's turn now to the question on if there are any thermodynamic differences between the $\beta$ - and $\alpha$-anomers in when the sugar ring conformations in both configurations are the same or change. In order to address this question, the $\%$ of $\Delta \boldsymbol{G}^{\circ}$ with a magnitude within $-17-17 \mathrm{~kJ} / \mathrm{mol}$ and beyond will be analyzed for the anomer-exchange reactions \#2, \#4, \#5 and \#6 (see Figure 4.3).

## Reaction \#2:

The reaction \#2 represents the anomer-exchange reaction $\alpha-{ }^{2} \mathrm{~T}_{3} \rightarrow \beta-{ }^{2} \mathrm{~T}_{3}$ for Nts containing the TC with a F-form and $\alpha-{ }^{4} \mathrm{C}_{1} \rightarrow \beta-{ }^{4} \mathrm{C}_{1}$ when the Nts contain a 6-MR. When this type of reaction has a $\Delta \boldsymbol{G}^{\circ} \leq-17 \mathrm{~kJ} / \mathrm{mol}$ the correct $\beta$-configuration may be favored over the $\alpha$-counterpart.

Table A3 shows that for the reaction $\# 2\left\{\alpha-{ }^{2} \mathrm{~T}_{3} \rightarrow \beta-{ }^{2} \mathrm{~T}_{3}\right\}$ in the pathway $(\mathrm{a}+\mathrm{b})$ of the canonical and non-canonical $\mathrm{HPO}_{3}-$ nucleotides with a $5-\mathrm{MR}$ TC there is a higher $\%$ in vacuum of energies $\leq-17 \mathrm{~kJ} / \mathrm{mol}$ favoring the $\beta-{ }^{2} T_{3}$ configuration, meanwhile in aqueous solution most of energies are inconclusive. For the nucleotides with $6-\mathrm{MR}$ in both environments the $\beta-{ }^{4} \mathrm{C}_{1}$ seems to be favored for both canonical ( $50 \%$ of energies in vacuum and $90 \%$ in aqueous solution) and noncanonical nucleotides ( $66.7 \%$ in vacuum and $91.7 \%$ in aqueous solution). For the nucleotides with $\mathrm{HAsO}_{3}{ }^{-}$a similar trend is observed to the monophosphate counterparts for either canonical and non-canonical 5- and 6-MRs. This result suggests that replacing the IL may not induce a significant change in the nucleotide's molecular geometry.

In the case of the canonical nucleotides obtained from the pathway ( $\mathrm{c}+\mathrm{d}$ ) with a $5-\mathrm{MR}$ and $\mathrm{HPO}_{3}{ }^{-}$most of the energies are negligible in both environments. In the case of the non-canonical analogs in vacuum there are $38.9 \%$ of energies favoring the $\alpha-{ }^{2} \mathrm{~T}_{3}$ or within the intrinsic error of the method respectively, meanwhile in aqueous solution all energies are within the error of B3LYP/6-311++G $(d, p)$. For the case of the canonical nucleotides with 6-MR obtained from $(\mathrm{c}+\mathrm{d})$ in vacuum most of energies are negligible meanwhile in aqueous solution $90 \%$ of energies favor the $\beta-{ }^{2} \mathrm{~T}_{3}$. For non-canonical nucleotides with a $6-\mathrm{MR}$ and a monophosphate a similar trend is observed.

Let's focus now in the Nts with arsenate from the alternative pathway. The Nts with a 5MR have either similar \% of energies favoring either the $\alpha-{ }^{2} T_{3}$ or been negligible. In aqueous environment $86.7 \%$ of energies are within the error. For the non-canonical Nts a similar trend is found. For the case of the arsenate canonical nucleotides containing a 6-MR sugar in vacuum; all
energies are negligible meanwhile in aqueous solution all energies favor the $\beta-{ }^{2} \mathrm{~T}_{3}$ anomer. In the case of the non-canonical nucleotides with the TC in the P-form $41.7 \%$ and $75 \%$ of $\Delta G_{2}^{\circ}$ favors the $\beta-{ }^{2} \mathrm{~T}_{3}$ in vacuum and implicit solvation respectively.

Overall, the reaction $\# 2$ in the classic pathway favors mostly the correct $\beta$-anomer, meanwhile for the alternative pathway a less conclusive result is obtained. In this case mostly nucleotides with the TC in the P -form have a higher preference for the correct $\beta$-configuration.

## Reaction \#4:

An analysis of the $\Delta G^{\circ}$ for the anomer-exchange reaction \#4 $\left\{\alpha-{ }^{3} \mathrm{~T}_{2} \rightarrow \beta-{ }^{3} \mathrm{~T}_{2}\right\}$ or $\left\{\alpha-{ }^{1} \mathrm{C}_{4} \rightarrow\right.$ $\left.\beta-{ }^{1} \mathrm{C}_{4}\right\}$ shows that in the case of the nucleotides obtained through the $(\mathrm{a}+\mathrm{b})$ pathway when a canonical RU is present, the IL is monophosphate and the TC has a 5-MR in vacuum $53.3 \%$ of reactions favor the $\beta-{ }^{3} \mathrm{~T}_{2}$, meanwhile in aqueous solution $80 \%$ of energies are negligible. For the non-canonical counterparts, a similar trend is observed with $38.9 \%$ of reactions either favoring the $\beta$-anomer or been negligible in vacuum and in aqueous solution $88.9 \%$ of reactions has negligible energies. When the TC has a 6-MR and there is a canonical RU in either environment the energies favor the $\alpha-{ }^{1} \mathrm{C}_{4}$ ( $70 \%$ in vacuum and $50 \%$ with IEFPCM). In the case of the $6-\mathrm{MR}$ with noncanonical RUs the energetic changes in the reaction are negligible in both environments.

In the case of the Nts with $\mathrm{HAsO}_{3}{ }^{-}$when they are obtained from the classic pathway most of reactions in either environment has negligible $\Delta G^{\circ}$.

For the nucleotides containing arsenic, either canonical or non-canonical RUs and a 5-MR sugar most of energies are not conclusive in both environments. Meanwhile, for the canonical nucleotides with a 6-MR $90 \%$ and $70 \%$ of reactions favor the incorrect anomer in vacuum and aqueous environments and for the non-canonical 6-MR nucleotides there is not clear preference since most of energies are within the error of the method.

In the case of the nucleotides obtained from the alternative ( $\mathrm{c}+\mathrm{d}$ ) pathway with $\mathrm{HPO}_{3}{ }^{-}$when the building blocks have a 5-MR and either a canonical or non-canonical base most of energies are negligible in both environments. For the 6-MR nucleotides a similar trend is observed, nevertheless in the case of the canonical ones in vacuum $80 \%$ of the reactions favor the $\alpha-{ }^{1} \mathrm{C}_{4}$.

In the case of the Nts from ( $\mathrm{c}+\mathrm{d}$ ) with a 5-MR and arsenate most of $\Delta G^{\circ}$ are negligible with canonical or non-canonical RUs in either environment. When the $5-\mathrm{MR}$ is replace by the P -form and a canonical base is present $90 \%$ and $80 \%$ of reactions favor the $\alpha-{ }^{1} \mathrm{C}_{4}$, meanwhile for the noncanonical counterparts most of energetic variations are negligible in both environments.

## Reaction \#5:

The magnitude and sign of $\Delta G_{5}^{\circ}$ represents the change in free energy when interconverting $\alpha-{ }^{3} \mathrm{~T}_{2} \rightarrow \beta-{ }^{2} \mathrm{~T}_{3}$ for $5-\mathrm{MR}$ Nts or $\alpha-{ }^{1} \mathrm{C}_{4} \rightarrow \beta-{ }^{4} \mathrm{C}_{1}$ for 6-MR Nts. In this case if the delta energies have $\mathrm{a}-$ sign and magnitude under the intrinsic error of the method $(-17 \mathrm{~kJ} / \mathrm{mol})$ then the reaction may favor the naturally observed $\beta$-anomer.

An analysis of Table A3 shows that for the case of the nucleotides obtained from the classic $(a+b)$ pathway, when there is a phosphate, a canonical base and a $5-\mathrm{MR}$ present in vacuum there is an slight preference for the correct anomer ( $46.7 \%$ of reactions), meanwhile $40 \%$ prefer the wrong configuration. In the rest of the cases most of reactions have negligible energies.

For the nucleotides with arsenate instead of phosphate a similar trend is observed.
For the phosphate Nts obtained from ( $\mathrm{c}+\mathrm{d}$ ) most of reactions have negligible energies. Only for the case of the arsenate canonical nucleotides with a 5-MR in vacuum $46.7 \%$ of reactions prefer the $\alpha-{ }^{3} \mathrm{~T}_{2}$.

For the case of the nucleotides obtained from the alternative ( $\mathrm{c}+\mathrm{d}$ ) pathway a similar trend is observed to the previously described. Similarly, the only the exception to the classic Nts is found for the reaction of a base with a 5-MR TC-O-AsO ${ }_{2}{ }^{-}$in vacuum. In this case $73.3 \%$ (for canonical RUs) and $38.9 \%$ (for non-canonical RUs) favor the $\alpha-{ }^{3} \mathrm{~T}_{2}$.

## Reaction \#6:

The anomer-exchange reaction \# 6 represents either $\beta-{ }^{3} \mathrm{~T}_{2} \rightarrow \alpha-{ }^{2} \mathrm{~T}_{3}$ for nucleotides with a 5MR or $\beta-{ }^{1} \mathrm{C}_{4} \rightarrow \alpha-{ }^{4} \mathrm{C}_{1}$ for the nucleotides with a $6-\mathrm{MR}$. In this case the + sign with a magnitude over $17 \mathrm{~kJ} / \mathrm{mol}$ represents reactions that favor the correct $\beta$-anomer.

In the case of the nucleotides from the classic pathway $(a+b)$ with a phosphate and a $5-\mathrm{MR}$ in both environments the energies are within the error of the method when the RU is canonical. For non-canonical analogs in vacuum, there is $50 \%$ of reactions that favors the naturally occurring $\beta$ ${ }^{3} T_{2}$, meanwhile in aqueous solution most of reactions does not offer a clear preference. meanwhile, for canonical nucleotides from $(a+b)$ with a $6-M R$ in vacuum there are $40 \%$ of reactions that does not favor either anomer and in aqueous solution there are $60 \%$ of reactions favoring the $\beta$ - ${ }^{1} \mathrm{C}_{4}$. And finally, for non-canonical nucleotides with a $6-\mathrm{MR} \mathrm{TC}$ and a $\mathrm{HPO}_{3}{ }^{-}$in both environments $58.3 \%$ of reactions favor the correct $\beta-{ }^{1} \mathrm{C}_{4}$.

Most reactions in both environments involving canonical (a+b) nucleotides with arsenate and a 5-MR do not exhibit a clear preference for one anomer over the other. Only for non-canonical nucleotides in vacuum, $38.9 \%$ are observed to favor the $\beta-{ }^{3} \mathrm{~T}_{2}$. Arsenate nucleotides with a $6-\mathrm{MR}$ exhibit a similar trend. For non-canonical Nts with the P -form TC and $\mathrm{HAsO}_{3}{ }^{-}, 66.7 \%$ (vacuum) and $58.3 \%$ (in implicit solvation) favor the correct $\beta-{ }^{1} \mathrm{C}_{4}$.

For all nucleotides obtained through the alternative $(\mathrm{c}+\mathrm{d})$ pathway, most of the reactions have energies within -17 and $17 \mathrm{~kJ} / \mathrm{mol}$, hence overall there are not significant energetic differences between the $\beta-{ }^{3} \mathrm{~T}_{2}$ or $\beta-{ }^{1} \mathrm{C}_{4}$ compared to the $\alpha-{ }^{2} \mathrm{~T}_{3}$ or $\alpha-{ }^{4} \mathrm{C}_{1}$.

Overall, it can be noticed that at the exception of the anomer exchange reaction \# $2\{\alpha-$ ${ }^{2} \mathrm{~T}_{3} \rightarrow \beta-{ }^{2} \mathrm{~T}_{3}$ for Nts with a 5-MR and $\alpha-{ }^{4} \mathrm{C}_{1} \rightarrow \beta-{ }^{4} \mathrm{C}_{1}$ for Nts with a 6-MR sugar\} in most of reactions there is high $\%$ in which there is not a significant difference between both $\alpha$ - and $\beta$-configurations in different sugar ring puckering. These observations suggest that an anomer-exchange reaction similar to \#2 in which either anomer has the same ${ }^{2} T_{3}$ or ${ }^{4} C_{1}$ conformation (depending on the size of the sugar ring) could have favored the configuration to be selected later during evolution as part of today's RNA and DNA.

### 4.4.2 Thermodynamic feasibility for the synthesis of canonical and non-canonical nucleotides from a classic and alternative pathway

In the previous section the energetic differences between the two possible $\beta$ - and $\alpha$-anomers of the canonical and non-canonical building blocks of nucleic acids were analyzed to model the role of thermodynamics in the selection of one anomer over the other to be present in today's informational polymers.

This section focusses on the modeling of the synthesis of canonical and non-canonical nucleotides through the condensation reactions of their components: TCs, RUs and ILs. The hypothesis to be tested is the following: did thermodynamics play also a role in the synthesis and early selection of specific building blocks over others and is the possible emergence of protonucleotides sustained on the thermodynamic basis.

In order to address this question two different pathways have been modeled for the synthesis of the nucleotides (see Figure 4.5 and Table A4 for more details from the Appendices section):

1) Classic pathway: the condensation of a TC with a RU to obtain the N-nucleoside (reaction a) is followed by the condensation reaction of the nucleoside (Ns) with an IL to obtain the corresponding nucleotide ( Nt ) (reaction b ). In the process two water molecules are released. The Gibbs free energy of the reaction is estimated as:
$\Delta G_{(\mathrm{a}+\mathrm{b})}^{\circ}=\left[\left(G_{\mathrm{Ns}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\mathrm{TC}}^{\circ}+G_{\mathrm{RU}}^{\circ}\right)\right]_{\mathrm{a}}+\left[\left(G_{\mathrm{Nt}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\mathrm{Ns}}^{\circ}+G_{\mathrm{IL}}^{\circ}\right)\right]_{\mathrm{b}}$
2) Alternative pathway: an IL condense with a TC to produce a TC-IL backbone monomer (reaction c). This reaction is followed by the condensation between the TC-IL Each RU (reaction d) to obtain the corresponding nucleotides. The $\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}$ is estimated as follows:

$$
\begin{equation*}
\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=\left[\left(G_{\mathrm{TC}-\mathrm{IL}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\mathrm{TC}}^{\circ}+G_{\mathrm{IL}}^{\circ}\right)\right]_{\mathrm{c}}+\left[\left(G_{\mathrm{Nt}}^{\circ}+G_{\mathrm{H}_{2} \mathrm{O}}^{\circ}\right)-\left(G_{\mathrm{TC}-\mathrm{IL}}^{\circ}+G_{\mathrm{RU}}^{\circ}\right)\right]_{\mathrm{d}} \tag{4.3}
\end{equation*}
$$

Neither pathway obey the Hess' law [46] since the change in the order of addition for the different components may induce a different geometry for the same nucleotide and hence, different associated energies.

There is a large volume of literature on the experimental classic synthesis of primordial nucleotides and the condensation reaction of a canonical or non-canonical base upon a sugarphosphate derivative.

For instance, Mungi and coworkers (Mcw) [47] tested the reaction between the sodium salts of BA and ribose-5'-monophosphate (RMP) by heating the reaction mixture at $90^{\circ} \mathrm{C}$ for 3 hrs in dehydrating-rehydrating conditions and $\mathrm{pH} \approx 7-9$. The products were analyzed using high performance liquid chromatography (HPLC), mass spectrometry (MS) and nuclear magnetic
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Figure 4.5 Two different models for constructing the $\beta$ - and $\alpha$-anomers of the nucleotides containing a sugar-like TC (2dRibf, Ribf, 2dRib, Rib and Tho) and the nucleotides with a non-sugar TCs (glycerol and glyceric acid). Reaction pathways referred to in the text and tables are labeled with lower-case letters: classic $(a+b)$ and alternative model ( $\mathrm{c}+\mathrm{d}$ ).
resonance (NMR) spectroscopy. Mcw obtained a mixture of $\beta$ - and $\alpha$-nucleotides in a combined yield of $\approx 40-85 \%$. Most of nucleotides presented a $C^{5}$-glycosidic bond which is more stable than the N -counterpart at $\mathrm{pH}<7$ and high temperatures, but still the formation of N -glycosidic bonds was observed. The different anomers were identified using bidimensional NMR experiments. In subsequent steps Mcw also tested the corresponding BA nucleotides for their capacity to create polynucleotide strands in heating conditions at $90^{\circ} \mathrm{C}$ and $\mathrm{pH} \approx 2$ using POPC as catalyzer. The picks obtained in the mass spectra suggested the polymerization of the BA nucleotides. Additionally, Mcw also tried the glycosylation of BA on a RMP backbone oligomer. The authors analyzed the product mixture by HPLC and UV spectrometry observing signals suggesting the glycosylation of some BA to the ribose in the backbone. In summary, this paper suggests that BA can react with ribose following a similar synthetic route to the one been tested in this section.

Cafferty and coworkers (Ccw) [48] also reported the prebiotic synthesis of BA and MM ribonucleotides in aqueous solution from a mixture that contained each respective RU with RMP in a (1:1) proportion. Ccw heated BA and RMP at $20^{\circ} \mathrm{C}$ for 24 hrs at $\mathrm{pH}=3-11$ and obtained a complex mixture of $\beta$ - and $\alpha-\mathrm{BA}^{5}-\mathrm{C}^{5}$ RMP in a combined $80 \%$ of yield. A subsequent analysis of the purified mixture containing BA by HPLC and $\mathrm{H}^{1}-\mathrm{NMR}$ showed that the products were $\mathrm{C}^{5}$ glycosylated and that the $\beta$-configuration was prevalent with ( $\approx 2: 1$ ) proportion. Similarly, for the MM its aqueous solution with RMP was heated at $65^{\circ} \mathrm{C}$ for 24 hrs at $\mathrm{pH}=3-9$ and a mixture of nucleotides was obtained in a combined yield of 33-55\% depending on the reaction conditions. Bidimensional NMR experiments showed that in this case both anomers are produced in almost 1:1 and that MM N-glycosylate with RMP using one of the exocyclic $\mathrm{NH}_{2}$ groups. Surprisingly, the N -glycosidic bond between MM and RMP showed to have a significant stability (half-life time $=6$ months) to hydrolysis compared to the N -glycosidic bond in canonical nucleotides. This was determined by comparing the dissociation constant $\left(K_{d}\right)$ of the MM ribonucleotide with respect to the ones reported by Miller and coworkers [49] obtaining that the MM nucleotides have a $K_{\mathrm{d}}=3.7$ $\mu \mathrm{M}$ meanwhile, e.g. the U ribonucleotide has a $K_{\mathrm{d}}=700 \mu \mathrm{M}$.

Fialho [7] have also tested the alternative synthesis of non-canonical nucleotides starting from one mol equivalent of each free RU (BA, MM and TAP) with 1 mol of RMP. The reaction conditions changed depending on the RU used and a set of pH were tested to find the optimum acidic conditions. For instance, when combining BA and RMP in aqueous solution at $\mathrm{pH}=9$ for 24 hrs at room temperature a mixture of exclusive BA-C ${ }^{5}$-RMP was found with a combined yield
of $82 \%$ and a proportion of $\beta: \alpha$ of (7:3). Similarly, for the MM the reaction was heated at $65^{\circ} \mathrm{C}$ for 24 hrs at $\mathrm{pH}=5$ and the corresponding N -glycosides were obtained in $55 \%$ of yield including the $\beta$ - and $\alpha$-configurations in 1:1 proportion. The lowest yields of the reaction were obtained for the TAP ribonucleotides with $25 \%$ of combined yield for a 3:2 mixture of the $\beta$ - and $\alpha$-configurations when heating the reaction for 24 hrs at $65^{\circ} \mathrm{C}$ in a $\mathrm{pH}=1$.

Other studies have discussed the glycosylation of canonical and non-canonical RUs onto a cyclic phosphate TC. e.g., in a special issue of Life dedicated to the prebiotic origins and evolution of RNA two papers by Scott and coworkers [50] and Martin et al. [51] discussed the synthesis of 2'-3' cyclic phosphate nucleotides and their role in the polymeric assembly of RNA.

Kim and Benner [52] tested the reaction between ribose-1'-2'-cyclic phosphate with A obtaining around $15 \%$ of yield for the $\beta$-adenosine- 2 -monophosphate when heating the reaction for 18 hrs at $85^{\circ} \mathrm{C}$. No product was obtained when repeating the reaction with the pyrimidines U and C .

In another experiments KB combined the nucleotide containing A with borate and urea and were able to produce the $\beta$-adenosine- $5^{\prime}$-monophosphate when heating the reaction at $90^{\circ} \mathrm{C}$. When repeating the reaction with threose-1'-2'-cyclic phosphate by heating the reaction for 18 hrs at $70^{\circ} \mathrm{C}$ KB found that this sugar seems to be slightly more reactive than ribose since the corresponding $\beta$ -U-2'-threose monophosphate was obtained in $0.4 \%$ of yield and two main products with a combined yield of $70 \%$ were obtained for the A threonucleotides. One of these products showed to have an N -glycosidic bond between the Tho and the exocyclic $\mathrm{NH}_{2}$ of the A.

The previous studies are a sample of the abundant literature referencing that the alternative glycosylation of non-canonical RUs onto a RMP backbone monomer is experimentally feasible.

But what about the reaction between an IL and the TC? Guntha et al. [53] tested the phosphorylation of different sugars obtaining $87 \%$ combined yield for 1 '-2'- and 2'-3'-cyclic phosphates for D-erythrose, $59 \%$ of L-2'-threose monophosphate upon reaction with diaminophosphate, $79 \%$ of combined yield for the $2^{\prime}$-ribofu(py)ranose monophosphate and the 3'ribopyranose monophosphate) and $81 \%$ of yield for the phosphorylation of D-glyceraldehyde with amidotriphosphate and diaminophosphate. This paper shows that even when the reactants are not specifically the dihydrogen salt of phosphate the reactions proceed in a certain extent.

In this chapter we also model the nucleotides containing a $\mathrm{HAsO}_{3}{ }^{-}$instead of a $\mathrm{HPO}_{3}{ }^{-}$group as IL. This addresses the following question: could the synthesis of canonical and non-canonical
nucleotides containing As instead of P be feasible?
The possibility of As as a proto-IL has been posed since the studies by Wolfe-Simon and coworkers (WScw) [21]. WScw performed preliminary synchroton X-ray diffraction experiments to suggest that the cyanobacteria GFAJ-1 could contain a genetic material with As instead of P . But if As was present in the first RNAs how was it replaced by P?

After the controversial results presented by WScw some studies have suggested that some arsenate derivatives have a higher propensity to hydrolyze than their phosphate analogs [54, 55]. The possibility of a sugar-arsenate backbone as part of the genetic polymers have been discussed by a few papers published by Mládek and coworkers (Mcw) on the basis of quantum theoretical modeling. For instance, in [56] Mcw discussed the resistance of the arsenic and phosphate esters to hydrolysis. Mcw modeled the hydrolysis mechanism and activation energy barriers $\left(E_{\mathrm{a}}\right)$ in $\mathrm{Kcal} / \mathrm{mol}$ for different P and As esters that contained saturated groups with an increasing number of C atoms. This was done to test the hypothesis proposed by Baer et al. [57, 58]. Baer's hypothesis suggests that the activation energy $\left(E_{\mathrm{a}}\right)$ barriers are directly proportional to the size of the ester substituents since they may induce steric effects that hinder the addition of the water. Mcw used a IEFPCM model to model the effects of water implicitly and all calculations were done using the DFT- PBE1PBE/6-311++G(2d,2p) and B3LYP/6-311++G(2d,2p). Their results suggest that, overall, the As-esters had a lower energetic barrier than their P counterparts and that increasing the size of the R group in the ester did not really decrease the reactivity of these As-ester with $\mathrm{H}_{2} \mathrm{O}$. This result supports the idea that if the first nucleic acids had As, then eventually was replaced by phosphate in aqueous solution since the phosphodiester bond is more hydrolytically stable than the arsenate diester.

On another study [59] Mcw also modeled the geometric properties of a backbone containing two 2'-deoxyribofuranose linked by a $\mathrm{XO}_{4}^{-}$, where X : P or As. They found that after the geometry optimization the bond distances between the X and the O4' and the O5' were similar for both As and P, been slightly longer for the case of the As. Also, the angle between the two O4', O5' and the X element was similar for both As and P. These results support the idea that As can create a similar flexible DNA backbone to P. They modeled all the structures at the DFT- TPSS-D/6-311++G (3df, $3 p d)$ and used the IEFPCM to model the solvation effects.

Mcw have also modeled the hypothetical condensation reaction between the dihydrogen phosphate $\left(\mathrm{H}_{2} \mathrm{PO}_{4}^{-}\right)$or arsenate ion $\left(\mathrm{H}_{2} \mathrm{AsO}_{4}^{-}\right)$with 2 dRibf obtaining 1.0 and $1.1 \mathrm{kcal} / \mathrm{mol}$ for the
both sugar monophosphates respectively. When modeling the reaction in implicit solvation the energies were 0.4 and $0.1 \mathrm{kcal} / \mathrm{mol}$ respectively.

In a recent paper [23] Castanedo and Matta (CM) estimate the changes in free energy as a measure for the plausibility of two synthetic pathways (classic and alternative) for canonical DNA and RNA nucleotides similarly to this study. The results obtained by CM suggest that the order of adding the reactants to obtain nucleosides and nucleotides matter. The sequence [base + sugar $\rightarrow$ nucleoside + water $+\mathrm{H}_{2} \mathrm{PO}^{-} \rightarrow$ nucleotide $+2 \mathrm{H}_{2} \mathrm{O}$ ] emerges as the thermodynamically favored for the synthesis of nucleotides in vacuum. Calculations accounting for implicit aqueous solvation makes either synthetic pathway thermodynamically unfavorable. This last observation is consistent with the well-known "water problem" (see Fig.3-4 and Table 5 in Castanedo and Matta's paper).

Let's discuss first the changes on the free energy for the canonical and non-canonical nucleotides obtained from both pathways containing $\mathrm{HXO}_{4}^{-}(\mathrm{X}: \mathrm{P}$ or As) and 2dRibf and Ribf, since most of the experimental evidence discussed above refers to these two CHs .

Figures 4.6 and 4.7 represent the $\Delta G_{(a+b)}^{\circ}$ for the classic synthesis of the nucleotides from 2dRibf containing $\mathrm{HPO}_{4}^{-}$and $\mathrm{HAsO}_{4}^{-}$respectively. The synthesis of both canonical and noncanonical nucleotides is favored in vacuum environment meanwhile in aqueous environment most of energies are within the intrinsic error of the method ( $\approx 17 \mathrm{~kJ} / \mathrm{mol}$ ) or the reactions are thermodynamically unfavorable. In this environment the most unfavorable reactions correspond to the BA-N and CA nucleotides. In vacuum in most of cases either $\beta-{ }^{2} \mathrm{~T}_{3}$ or $\beta-{ }^{3} \mathrm{~T}_{2}$ configurations are more favored than their $\alpha$-counterparts. The most favored nucleotide overall contains BA $\mathrm{C}^{5}$ glycosilated with a magnitude of $\approx-146 \mathrm{~kJ} / \mathrm{mol}$ or $-34.9 \mathrm{kcal} / \mathrm{mol}$. Both bar graphs show similar patterns reflecting that the reactions proceed similarly in the presence of P or As.

This result is in agreement with the results from CM [23] for the canonical nucleotides.
Figures 4.8 and 4.9 represents the $\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}$ for the alternative ( $\left.\mathrm{c}+\mathrm{d}\right)$ synthesis of the canonical and non-canonical nucleotides containing 2dRibf. The bar graphs show a similar trend like the one described for the similar nucleotides obtained from the classic pathway. There are not noticeable differences between the energetic outcome when the IL is replaced. In vacuum most of $\beta$-anomers of the canonical or non-canonical nucleotides are favored over their $\alpha$-counterparts. There are some exceptions; the T nucleotides with phosphate and $\mathrm{A}, \mathrm{C}$ and T with arsenate where the $\alpha-{ }^{3} \mathrm{~T}_{2}$ is more favored. In general, the canonical nucleotides obtained from this pathway are also


Figure 4.6 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}-2 \mathrm{dRibf}-\mathrm{RU}$. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.7 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}^{-}-2 \mathrm{dRibf}-\mathrm{RU}$. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.8 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $2^{\prime}$-deoxyribofuranose mono- nucleotides phosphate ( $\mathrm{HPO}_{3}{ }^{-}$ $-2 \mathrm{dRibf}-\mathrm{RU}$ ). (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.9 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}{ }^{-}-2 \mathrm{dRibf}-\mathrm{RU}$. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.
more favored than the non-canonical ones. In aqueous solution most of $\Delta G_{(c+d)}^{\circ}$ are negligible with the exceptions of the BA-N and CA nucleotides, which synthesis is not favored. The nucleotide with the most negative $\Delta G^{0}$ contains the C -glycoside of BA . The formation of the $\beta$ configuration is significantly favored in both environments when $\mathrm{HPO}_{4}^{-}$is present and for the arsenate derivatives in vacuum the $\beta$-anomer is favored but in aqueous solution there is almost equal propensity to obtain the $\beta-{ }^{2} \mathrm{~T}_{3}$ and the $\alpha-{ }^{3} \mathrm{~T}_{2}$. The formation of the $\beta-{ }^{2} \mathrm{~T}_{3}$ is around $17 \mathrm{~kJ} / \mathrm{mol}$ more favored when As is present instead of P . The rest of the energetic differences are comparable for the nucleotides with both ILs.

A comparison of the energies between both pathways suggests that the classic formation of the $\beta$-configuration is in general more favored for the canonical nucleotides in vacuum with phosphate and arsenate. For the non-canonical nucleotides most of energies are comparable.

The present analysis suggests that in general: 1) the classic pathway is preferred, except for the BA-C ${ }^{4}$ nucleotides where the alternative pathway in aqueous environment favors the formation of the nucleotide, 2) when the IL is exchange in the classic pathway it does not affect overall the preferential formation of the $\beta$-anomer, meanwhile in the alternative pathway some canonical nucleotides preference for the $\beta$ - or $\alpha$-configuration changes. This last result points out a possible problem when the canonical nucleotides containing $\mathrm{HAsO}_{4}{ }^{-}$as IL are synthesized using an alternative pathway, 3) these results validate to an extent the "water problem" for the canonical nucleotides containing a pyrimidine and non-canonical nucleotides with CA and BA-N.

Let's analyze the nucleotides containing Ribf. In the case of the nucleotides modeled using the classic pathway $(\mathrm{a}+\mathrm{b})\left(\right.$ Figure 4.10) with a $\mathrm{HPO}_{3}{ }^{-}$the classic synthesis of all canonical and non-canonical nucleotides modeled in vacuum is predicted to be favored to some extent. Only in the case of the $\mathrm{A}, \mathrm{C}, \mathrm{T}, \mathrm{TAP}-\mathrm{C}^{5}, \mathrm{TAP}-\mathrm{N}, \mathrm{BA}-\mathrm{C}^{5}, \mathrm{BA}-\mathrm{N}$ and MM all different $\beta$-configurations are more favored than the $\alpha$-counterparts. The BA-C ${ }^{4}$ nucleotides with either IL are the most favored.

For the synthesis of the nucleotides modeled in implicit solvation with $\mathrm{HPO}_{4}{ }^{-}$non energetic differences are conclusive, meanwhile for the case of the nucleotides with $\mathrm{HAsO}_{3}{ }^{-}$(Figure 4.11) the only nucleotides that contains reactions energies beyond the error of the method is the $\mathrm{HAsO}_{3}{ }^{-}$ -Ribf-C ${ }^{5}$-BA with $-18.5 \mathrm{~kJ} / \mathrm{mol}$. When the solvation effects are implicitly included the $\alpha$ configurations of the canonical nucleotides with T and U and either IL are the less favored with energies in the order of $\approx 20 \mathrm{~kJ} / \mathrm{mol}$, meanwhile for the non-canonical nucleotides with either IL the $\alpha$-configurations of the BA-N and CA nucleotides are the less favored with energies in the order


Figure 4.10 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}-$-Ribf-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.11 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the HAsO $3^{-}$-Ribf-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.
of $\approx 30 \mathrm{~kJ} / \mathrm{mol}$.
For the case of the $\mathrm{HPO}_{3}-$-Ribf-RU nucleotides obtained using the alternative ( $\mathrm{c}+\mathrm{d}$ ) pathway in vacuum (Figure 4.12 and 4.13) the $\alpha-{ }^{2} \mathrm{~T}_{3}$ and $\alpha-{ }^{3} \mathrm{~T}_{2}$ forms of the canonical $\mathrm{HPO}_{3}-$-RibfA in vacuum are favored (Figure 4.12). In the case of the $G$ nucleotides the $\beta-{ }^{3} \mathrm{~T}_{2}$ is the most favored, but the $\alpha$-anomers can also be produced. For the case of the nucleotides containing a pyrimidine base in the case of the C nucleotides the $\alpha-{ }^{2} \mathrm{~T}_{3}, \beta-{ }^{2} \mathrm{~T}_{3}$ and the $\alpha-{ }^{3} \mathrm{~T}_{2}$ has almost the same negative $\Delta G^{0}$. For the T and U nucleotides, the $\beta-{ }^{3} \mathrm{~T}_{2}$ is the most favored configuration. In the case of the non-canonical nucleotides in vacuum only TAP-C ${ }^{5}, \mathrm{BA}^{5}-\mathrm{C}^{5}$ and BA-N contain at least a $\beta$ configuration that is favored. In aqueous solution the $\beta-{ }^{2} T_{3}$ of $A$ and $G$ nucleotides are favored, meanwhile for the non-canonical nucleotides only the $\beta-{ }^{2} \mathrm{~T}_{3}$ of TAP-C ${ }^{5}$ and both $\beta-{ }^{2} \mathrm{~T}_{3}$ and $\beta-{ }^{3} \mathrm{~T}_{2}$ of the BA-C ${ }^{5}$ nucleotides are favored. The rest of the $\Delta G^{\circ}$ are negligible.

In the case of the alternative synthesis of the nucleotides with arsenate in vacuum (Figure 4.13) and a canonical base the $\alpha$-anomers of the A and G nucleotides emerge as the most favored, meanwhile for the pyrimidine nucleotides the $\beta-{ }^{3} \mathrm{~T}_{2}$ is the most favored. For the case of the noncanonical nucleotides with the exception of the TAP-N the synthesis of at least one of the $\beta$ anomers is favored. In aqueous environment most of energies are inconclusive with the only exception of the BA-C ${ }^{5}$ nucleotide where the $\beta-{ }^{2} \mathrm{~T}_{3}$ and $\alpha-{ }^{3} \mathrm{~T}_{2}$ have almost the same probability with a $\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ} \approx-77.0 \mathrm{~kJ} / \mathrm{mol}$. The formation of the $\alpha$-anomers of T, U, BA-N and CA are thermodynamically unfavored.

A comparison of both pathways for the nucleotides with an $\mathrm{HPO}_{3}{ }^{-}$shows that for the canonical nucleotides the alternative pathway tends to favor more the formation of $\alpha$-configurations mostly for the purine nucleotides in vacuum. Meanwhile for the non-canonical nucleotides the alternative pathway emerges as the preferable route for the desirable $\beta$-configuration.

Analyzing the $\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}$ for the nucleotides modeled in aqueous environment the $\beta-{ }^{2} \mathrm{~T}_{3}$ of A $(-23.2 \mathrm{~kJ} / \mathrm{mol}), \mathrm{G}(-24.3 \mathrm{~kJ} / \mathrm{mol}), \mathrm{TAP}-\mathrm{C}^{5}(-22.7 \mathrm{~kJ} / \mathrm{mol})$ and both $\beta$-anomers of BA-C ${ }^{5}\left(\beta-{ }^{3} \mathrm{~T}_{2}\{-79\right.$ $\mathrm{kJ} / \mathrm{mol}\}, \beta-{ }^{3} \mathrm{~T}_{2}\{-62.3 \mathrm{~kJ} / \mathrm{mol}\}$ ) are favored. Overall, when the effects of solvation are included the synthesis of the canonical nucleotides with T, U and the non-canonical BA-N and CA are estimated as thermodynamically unfavored.

When $\mathrm{HAsO}_{3}{ }^{-}$is the IL the analysis of $\Delta G_{(a+b)}^{\circ}$ and $\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}$ for both pathways show similar trends compared to the $\mathrm{HPO}_{3}{ }^{-}$. In the case of the $\mathrm{HAsO}_{3}-\mathrm{Ribf}-\mathrm{C}^{5}-\mathrm{BA}$ from ( $\mathrm{c}+\mathrm{d}$ ) both $\beta-{ }^{2} \mathrm{~T}_{3}$ and


Figure 4.12 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}-$-Ribf-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.13 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}-$-Ribf-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
$\alpha-{ }^{3} T_{2}$ are almost equally favored in both environments.
Figures 4.14 and 4.15 represent the $\Delta G_{(a+b)}^{\circ}$ for the D-Tho nucleotides with P and As respectively. In the case of the threonucleotides with $\mathrm{HPO}_{3}{ }^{-}$(Figure 4.14) all canonical nucleotides in vacuum are thermodynamically favored. For the Nts with a purine base the $\alpha-{ }^{3} \mathrm{~T}_{2}$ is more favored, meanwhile when the base is a pyrimidine the formation of the $\beta-{ }^{3} \mathrm{~T}_{2}$ is more thermodynamically favored. For the non-canonical Nts in vacuum the $\alpha-{ }_{-}^{3} \mathrm{~T}_{2}$ seems to be more favorable with the exception of the BA-C ${ }^{5}$ nucleotides in which the $\beta-{ }^{2} \mathrm{~T}_{3}$ is more favored by $-107.8 \mathrm{~kJ} / \mathrm{mol}$. In aqueous environment the $\beta-{ }^{2} \mathrm{~T}_{3}$ of all canonical and non-canonical nucleotides emerges as the more favored, especially for the Nts with the BA C ${ }^{5}$-glycosylated ( $-51.5 \mathrm{~kJ} / \mathrm{mol}$ ). The N -glycoside of BA is thermodynamically unfavored.

For the $\mathrm{HAsO}_{3}-$-Tho-RU Nts (Figure 4.15) similar trends are observed. The most favored Nt in vacuum is the $\beta-{ }^{2} \mathrm{~T}_{3}$ of $\mathrm{BA}-\mathrm{C}^{5}$. In aqueous solution the synthesis of the $\beta-{ }^{2} \mathrm{~T}_{3}$ anomer for all canonical and TAP-C ${ }^{5}$, TAP-N, BA-C ${ }^{5}$ and MM Nts is favored. In this environment the most favored Nts are the $\mathrm{HAsO}_{3}-\mathrm{Tho}-\mathrm{A}\left(\Delta G_{(\mathrm{a}+\mathrm{b})}^{\circ}=-43.1 \mathrm{~kJ} / \mathrm{mol}\right)$, followed by the $\mathrm{HAsO}_{3}-\mathrm{Tho}^{-} \mathrm{Th}^{5}-$ $\operatorname{TAP}\left(\Delta G_{(\mathrm{a}+\mathrm{b})}^{\circ}=-39.7 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\mathrm{HAsO}_{3}-\mathrm{Tho}^{5}-\mathrm{C}^{5}-\mathrm{BA}\left(\Delta G_{(\mathrm{a}+\mathrm{b})}^{\circ}=-36.9 \mathrm{~kJ} / \mathrm{mol}\right)$.

Figure 4.16 shows the values of $\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}$ for the $\mathrm{HPO}_{3}{ }^{-}-\mathrm{Tho}-\mathrm{RU}$ Nts obtained from the alternative $(c+d)$. In vacuum when there is a canonical RU all anomers in all sugar ring conformations are favored. The $\beta-{ }^{2} \mathrm{~T}_{3}$ is the most favored in vacuum or aqueous solution for all canonical nucleotides. In vacuum all canonical anomers are almost equally favored. In aqueous solution the $\alpha-{ }^{2} \mathrm{~T}_{3}$ of the G Nt is unfavored by a $\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ} \approx 28-37 \mathrm{~kJ} / \mathrm{mol}$. Overall, the synthesis of the BA-C ${ }^{5} \mathrm{Nt}$ is the most favored with $\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-133.0 \mathrm{~kJ} / \mathrm{mol}$.
In aqueous environment a similar trend is observed compared to the non-canonical Nts from the classic pathway is observed. For the reactions modeled using the ( $\mathrm{c}+\mathrm{d}$ ) pathway in aqueous environment the $\beta-{ }^{2} \mathrm{~T}_{3}$ form of all D-Tho nucleotides is the most favored. In this case the most favored $\beta-{ }^{2} \mathrm{~T}_{3}$ are for the $\mathrm{HPO}_{3^{-}}-\mathrm{Tho}-\mathrm{A}\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-54.0 \mathrm{~kJ} / \mathrm{mol}\right), \mathrm{HPO}_{3}{ }^{-}-\mathrm{Tho}-\mathrm{A}\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-57.8\right.$ $\mathrm{kJ} / \mathrm{mol}), \quad \mathrm{HPO}_{3}^{-}-\mathrm{Tho}^{5}-\mathrm{CA} \quad\left(\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}=-51.5 \mathrm{~kJ} / \mathrm{mol}\right), \quad \mathrm{HPO}_{3}{ }^{-}-$Tho-N-BA $\quad\left(\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}=-45.3\right.$ $\mathrm{kJ} / \mathrm{mol}), \mathrm{HPO}_{3}{ }^{-}-\mathrm{Tho}-\mathrm{C}^{5}-\mathrm{TAP}\left(\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}=-41.0 \mathrm{~kJ} / \mathrm{mol}\right), \mathrm{HPO}_{3}{ }^{-}-\mathrm{Tho}-\mathrm{MM}\left(\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}=-40.0 \mathrm{~kJ} / \mathrm{mol}\right)$.


Figure 4.14 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}-$ - Tho-RU. (Top) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.15 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}{ }^{-}$-Tho-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.16 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}$-Tho-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}, \operatorname{B3LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.

When the hydrogen-phosphate is replaced by hydrogen-arsenate (Figure 4.17) similar trends are observed compared to the phosphate Nts. In this case the BA-C ${ }^{5}$ nucleotide emerges as the overall more favored in vacuum ( $-131.2 \mathrm{~kJ} / \mathrm{mol}$ ). In aqueous solution the $\beta-{ }^{2} \mathrm{~T}_{3}$ is the most favored configuration for the A, G, U, TAP-C5, TAP-N and MM. The synthesis of the $\alpha-{ }^{2} \mathrm{~T}_{3}$ of all canonical nucleotides and BA, CA and MM in aqueous solution is unfavored. There are three cases in which the energies jump to $>200 \mathrm{~kJ} / \mathrm{mol}$ for the $\mathrm{A}, \mathrm{G}$ in vacuum and the CA in aqueous environment. Upon inspection of the molecular geometries of these Nts it is noticed that the molecular structure of the nucleotides is distorted and the glycosidic bonds are broken, hence not reasonable conclusions can be achieved from these $\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}$.

Let's turn gears to the analysis of the thermodynamic feasibility for the synthesis of the canonical and non-canonical nucleotides containing the P-forms of D-2'-deoxyribose and Dribose: 2 dRib and Rib respectively.

Figure 4.18 shows the bar graphs for the $\Delta G_{(a+b)}^{\circ}$ of the $\mathrm{HPO}_{3}-2 \mathrm{dRib}-\mathrm{RU}$ nucleotides. In the case of the canonical nucleotides in vacuum all Nts are favored, been the $\beta-{ }^{4} \mathrm{C}_{1}$ of the purine Nts the most favored, meanwhile for the pyrimidines the $\beta-{ }^{4} \mathrm{C}_{1}$ and $\alpha-{ }^{1} \mathrm{C}_{4}$ are both almost equally favored. For all non-canonical nucleotides obtained in vacuum the $\beta-{ }^{4} \mathrm{C}_{1}$ is the most favored, with the exception of the BA-C ${ }^{5} \mathrm{Nts}$ in which the $\alpha-{ }^{1} \mathrm{C}_{4}$ is the most favored. For the monophosphate Nts in aqueous environment all $\alpha-{ }^{1} \mathrm{C}_{4}$ forms are unfavored for the canonical nucleotide and for TAP-C ${ }^{5}, \mathrm{BA}-\mathrm{C}^{5}, \mathrm{BA}-\mathrm{N}, \mathrm{CA}$ and MM. For the CA and MM Nts all four $\alpha-{ }^{1} \mathrm{C}_{4}, \beta-{ }^{1} \mathrm{C}_{4}, \alpha-{ }^{4} \mathrm{C}_{1}$ and $\beta-{ }^{4} \mathrm{C}_{1}$ are unfavored.

In the case of the 2 dRib Nts with arsenate obtained from the classic ( $\mathrm{a}+\mathrm{b}$ ) route (Figure 4.19) similar trends are observed, which suggests that the geometries of reactants and products when P is replaced by As can be similar with a 2dRib TC.

When the synthesis of the D-2dRib nucleotides follows the alternative pathway ( $\mathrm{c}+\mathrm{d}$ ) similar patterns to the ones observed for the classic pathway are observed.

For instance, an analysis of Figure $\mathbf{4 . 2 0}$ shows that the canonical nucleotides containing $\mathrm{HPO}_{3}{ }^{-}$obtained from the $(\mathrm{c}+\mathrm{d})$ pathway in vacuum are more favored overall than in the classic pathway.

For the case of the non-canonical nucleotides in vacuum similar energies are observed with scarce differences, e.g., the $\alpha-{ }^{4} \mathrm{C}_{1}$ is favored for the TAR- $\mathrm{C}^{2}$ from the alternative pathway. In this


Figure 4.17 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}-$-Tho-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.18 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}-2 \mathrm{dRib}-\mathrm{RU}$. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.19 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}-2 \mathrm{dRib}-\mathrm{RU}$. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.20 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}-2 \mathrm{dRib}-\mathrm{RU}$. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
environment the $\alpha-{ }^{1} \mathrm{C}_{4}\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-103.9 \mathrm{~kJ} / \mathrm{mol}\right), \alpha-{ }^{4} \mathrm{C}_{1}\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-100.9 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\beta-{ }^{4} \mathrm{C}_{1}$ $\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-98.1 \mathrm{~kJ} / \mathrm{mol}\right)$ forms of the BA-C ${ }^{4} \mathrm{Nt}$ emerge as the most favored. For the canonical nucleotides in aqueous environment the $\beta-{ }^{4} \mathrm{C}_{1}$ and $\alpha-{ }^{4} \mathrm{C}_{1}$ forms are disfavored for the pyrimidine nucleotides. For the non-canonical nucleotides all nucleotides from BA-N and CA are disfavored, with the $\alpha-{ }^{4} \mathrm{C}_{1}\left(\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ} \approx 50.5 \mathrm{~kJ} / \mathrm{mol}\right)$ form is the most disfavored overall.

When analyzing Figure 4.21 for the $\mathrm{HAsO}_{3}-2 \mathrm{dRib}-\mathrm{RU}$ obtained from the $(\mathrm{c}+\mathrm{d})$ pathway we reach similar conclusions when comparing their energies to the $\Delta \boldsymbol{G}_{(\mathrm{c}+\mathrm{d})}^{\circ}$ from the phosphorylated analogs. In this case for the Nts with a canonical base in vacuum in all cases the $\alpha$ and $\beta-{ }^{1} \mathrm{C}_{4}$ forms are the most favored. In the case of the non-canonical nucleotides in vacuum all combinations of anomer + puckering are favored for the TAP-C ${ }^{5}$, BA-N, BA-C ${ }^{5}$ and MM Nts. In these cases, the $\alpha-{ }^{1} \mathrm{C}_{4}$ and $\beta-{ }^{1} \mathrm{C}_{4}$ forms are the most favored. For the CA Nts the $\beta-{ }^{1} \mathrm{C}_{4}, \alpha-{ }^{4} \mathrm{C}_{1}$ and $\beta-{ }^{4} \mathrm{C}_{1}$ are favored. In this environment the most favored nucleotide overall is the BA-C ${ }^{5} \mathrm{Nt}$ with a $\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-110.1 \mathrm{~kJ} / \mathrm{mol}$. In aqueous environment the $\alpha-{ }^{1} \mathrm{C}_{4}$ forms of all canonical and noncanonical nucleotides is unfavored. For the non-canonical BA-N and CA all anomers+puckering combinations are unfavored.

Let's turn now to the analysis of the Nts with the ribose in the P-form. For the Nts containing a $\mathrm{HPO}_{4}{ }^{-}$modeled using the classic model (a+b) and (Figure 4.22) all anomers of the canonical nucleotides in vacuum are favored. For the A Nt the most favored anomer is the $\alpha-{ }^{1} \mathrm{C}_{4}$. For the rest of the purine and pyrimidine nucleotides the most favored are the $\alpha-{ }^{1} \mathrm{C}_{4}$ and the $\beta-{ }^{4} \mathrm{C}_{1}$. In the case of the non-canonical nucleotides in vacuum all forms from the TAP-C ${ }^{5}$, TAP-N and BA-C ${ }^{5}$ are favored.

All anomers from the BA-N are unfavored. The $\beta-{ }^{1} \mathrm{C}_{4}\left(\Delta \boldsymbol{G}_{(\mathrm{a}+\mathrm{b})}^{\circ}==-18.5 \mathrm{~kJ} / \mathrm{mol}\right)$ form of the CA Nt and the $\alpha-{ }^{1} \mathrm{C}_{4}(-43.0 \mathrm{~kJ} / \mathrm{mol})$ and $\beta-{ }^{1} \mathrm{C}_{4}(-25.7 \mathrm{~kJ} / \mathrm{mol})$ of the MM are favored. In this environment the $\alpha-{ }^{1} \mathrm{C}_{4}$ anomer of the $\mathrm{BA}-\mathrm{C}^{5}$ is the most favored overall.

In aqueous solution all forms of the canonical and non-canonical nucleotides are unfavored or the energies are negligible. The highest $\Delta G_{(a+b)}^{\circ}$ is observed for the CA Nt with $54.6 \mathrm{~kJ} / \mathrm{mol}$.

When the nucleotides obtained from the classic pathway containing $\mathrm{HAsO}_{4}{ }^{-}$(Figure 4.23) similar patterns are observed in comparison to the phosphate counterparts.


Figure 4.21 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}-2 \mathrm{dRib}-\mathrm{RU}$. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G (d,p) in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.22 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}{ }^{-}$-Rib-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.23 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HAsO}_{3}-$-Rib-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.

For the Rib Nts from the ( $\mathrm{c}+\mathrm{d}$ ) pathway (Figures 4.24 and 4.25), similar patterns are observed but the magnitude of the energy changes significantly in some cases, e.g., the preferential forms from the canonical and non-canonical nucleotides in vacuum are more favored through ( $\mathrm{c}+\mathrm{d}$ ) than (a+b). For the nucleotides in vacuum with a $\mathrm{HPO}_{4}{ }^{-}$the $\alpha-{ }^{1} \mathrm{C}_{4}$ of BA-C ${ }^{5}$ is the most favored form $\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-121.7 \mathrm{~kJ} / \mathrm{mol}\right)$, but less than in the $(\mathrm{a}+\mathrm{b})$ path. For the case of the similar BA-C ${ }^{5}$ Nt but with a $\mathrm{HPO}_{4}{ }^{-}$the $\alpha-{ }^{1} \mathrm{C}_{4}$ and $\alpha-{ }^{4} \mathrm{C}_{1}$ forms are the most favored. In aqueous solution the trends observed in the Nts from the classic pathway are repeated. In this case the energies for the canonical nucleotides are less positive and in the case of the non-canonical nucleotides in aqueous solution the only exception is the alternative synthesis of the $\alpha-{ }^{4} \mathrm{C}_{1}$ form of BA-C ${ }^{5}$ been thermodynamically favored $\left(-18.3 \mathrm{~kJ} / \mathrm{mol}\right.$ for $\mathrm{HPO}_{3}{ }^{-}$and $-24.6 \mathrm{~kJ} / \mathrm{mol}$ for $\mathrm{HAsO}_{3}{ }^{-}$). Again, in these cases the most unfavored synthesis are observed for the forms of the BA-N and CA nucleotides.

Let's analyze now the nucleotides synthesized from both pathways with a non-sugar TC: glyceric acid and glycerol Nts. Figure 4.26 represents the bar graphs for the $\Delta G_{(a+b)}^{\circ}$ of the classic synthesis of the glyceric acid Nts with $\mathrm{HPO}_{4}{ }^{-}$. As can be noticed all canonical nucleotides in vacuum and canonical or non-canonical nucleotides in aqueous solution are thermodynamically unfavored. The only Nts that are favored in vacuum are the ones containing TAP-N $\left(\Delta G_{(a+b)}^{\circ}=-\right.$ $34.7 \mathrm{~kJ} / \mathrm{mol})$, BA-C ${ }^{5}\left(\Delta G_{(a+b)}^{\circ}=-44.2 \mathrm{~kJ} / \mathrm{mol}\right)$ and the BA-N $\left(\Delta G_{(a+b)}^{\circ}=-21.2 \mathrm{~kJ} / \mathrm{mol}\right)$. When the nucleotides contain arsenate instead of phosphate (Figure 4.27) the canonical nucleotides are not favored in either environment and the only nucleotides favored are the ones synthetized in vacuum that contain TAP-N $\left(\Delta G_{(a+b)}^{\circ}=-26.2 \mathrm{~kJ} / \mathrm{mol}\right)$ and BA-C ${ }^{5}\left(\Delta \boldsymbol{G}_{(\mathrm{a}+\mathrm{b})}^{\circ}=-24.3 \mathrm{~kJ} / \mathrm{mol}\right)$.

For nucleotides obtained from the alternative pathway ( $\mathrm{c}+\mathrm{d}$ ), the only nucleotides which alternative synthesis is thermodynamically favored when there is a phosphate (Figure 4.28) are the G, TAP N -glycosylated and BA C ${ }^{5}$-glycosilated Nts in vacuum. The rest of the energies are $>0$ $\mathrm{kJ} / \mathrm{mol}$ or dismissible. When the IL is arsenate (Figure 4.29) the G, U, TAP N-glycosylated and BA $\mathrm{C}^{5}$-glycosilated Nts in vacuum are favored. Overall, with either IL the most favored nucleotides in vacuum contain BA-C ${ }^{5}\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-93.0 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\left(\Delta G_{(\mathrm{c}+\mathrm{d})}^{\circ}=-83.2 \mathrm{~kJ} / \mathrm{mol}\right)$.

These results suggest that the glyceric acid appears to be a non-suitable TC for the protoNAs. The only Nts containing glyceric acid favored are the ones containing G, U and the noncanonical TAP-N and BA-C ${ }^{5}$ when obtained in vacuum following an alternative pathway.


Figure 4.24 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the $\mathrm{HPO}_{3}-$ Rib-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.25 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-counterparts of the HAsO $3^{-}$-Rib-RU. (Top) $\Delta G^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.26 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HPO}_{3}{ }^{-}$-glyceric acid-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G (d,p) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.27 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HAsO}_{3^{-}}-$glyceric acid-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.28 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HPO}_{3}{ }^{-}$-glyceric acid-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta G^{\circ}, \mathrm{B} 3 \mathrm{LYP} / 6-311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.29 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HAsO}_{3}{ }^{-}$-glyceric acid-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.

Figures 4.30 and $\mathbf{4 . 3 1}$ show the bar graphs for the classic synthesis of the nucleotides containing glycerol and either $\mathrm{HPO}_{4}{ }^{-}$or $\mathrm{HAsO}_{4}{ }^{-}$respectively. For the Nts with $\mathrm{HPO}_{4}{ }^{-}$(Figure 4.30) all nucleotides are favored in either environment. In both environments the most favored nucleotide is the one containing BA-C ${ }^{5}$. Some of the energies are in the intrinsic error of the method for some of the nucleotides in aqueous environment with the canonical pyrimidines and with TAP-N, BAN and CA. When the nucleotides contain $\mathrm{AsO}_{4}{ }^{-}$a similar trend is observed.

For the nucleotides obtained using an alternative pathway ((c+d) (Figures 4.32 and 4.33)) similar trends are observed in both environments and with both ILs but the energies are less negative overall, which means that a classic pathway tends to favor more the formation of the building blocks of GNA.

These results suggest that, possibly, if the first proto-RNAs emerged in the primitive oceans they may had a more chemically simple TC like glycerol and an array of canonical and noncanonical bases (e.g., TAP and BA C-glycosylated and MM) could have been present. Either pathway could have been followed to synthesize these GNA building blocks.

If the building blocks containing glycerol were synthesized in vacuum, then the classic pathway would have been preferable.

### 4.4.3 Distribution of the $\chi$ torsion angle defining the conformation of the RU around the TC

The rotation of each RU around a sugar-like TC is defined by the torsion angle $\chi$ at the glycosidic bond. The RU can be syn when $\chi=0^{\circ}-90^{\circ}$ or $270^{\circ}-360^{\circ}$ or anti when $\chi=90^{\circ}-270^{\circ}$ with respect to the TC $[60,61]$.

The torsion angle $\chi$ is define by $\left\{\mathrm{O}^{\prime}(\right.$ hemiacetal O$)-\mathrm{Cl}^{\prime}($ anomeric center in sugar)-N9$\mathrm{C} 2\}$ and $\left\{\mathrm{O} 4 '^{\prime}-\mathrm{C} 1 '-\mathrm{N} 1-\mathrm{C} 2\right\}$ for the purines and pyrimidine canonical bases respectively, meanwhile for the non-canonical bases the definitions from Kaur and coworkers [60, 61] can be used. These definitions used the sets $\left\{\mathrm{O} 4 '-\mathrm{C} 1\right.$ '-C5-C6\} for the BA C ${ }^{5}$-glycosylated, $\{\mathrm{O} 4$ '-C1'-N1C6\} for the BA N -glycosylated (glycosidic bond between the exocyclic $\mathrm{NH}_{2}$ of BA and the anomeric center has been selected based on the NMR characterization from Mungi et al. [47]), $\left\{\mathrm{O} 4 '-\mathrm{C} 1\right.$ '-C5-C4\} for the TARC glycosylated at the C5 position, $\left\{\mathrm{O} 4{ }^{\prime}-\mathrm{C} 1\right.$ '-N4-C4\} for the TARC N -glycosylated (the three exocyclic $\mathrm{NH}_{2}$ are chemically equivalent), $\{\mathrm{O} 4$ '- C 1 '- $\mathrm{N} 4-\mathrm{C} 4\}$ for MM


Figure 4.30 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HPO}_{3}{ }^{-}$-glycerol-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.31 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the classic synthesis (a+b) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HAsO}_{3}{ }^{-}$glycerol-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.32 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis ( $\mathrm{c}+\mathrm{d}$ ) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HPO}_{3}{ }^{-}$-glycerol-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G (d,p) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.33 Comparison of Gibbs energies of reaction $\left(\Delta G^{\circ}\right)$ at 298 K for the alternative synthesis (c+d) (see Figure 4.5), leading to the 5 canonical and 6 non-canonical $\mathrm{HAsO}_{3}-$-glycerol-RU. (Top) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G ( $d, p$ ) in vacuum, (Bottom) $\Delta \boldsymbol{G}^{\circ}$, B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.
and $\left\{\mathrm{O} 4{ }^{\prime}-\mathrm{C} 1\right.$ '-N5-C4 $\}$ for CA (see Figure 4.34 for a schematic representation).
It has been well documented in the literature through experimental [62] and theoretical studies [63] that usually the anti- is preferred over the syn-conformation for the canonical bases in the building blocks of today's nucleic acids crystal structures [1]. This preference has been justified on the basis of the higher steric effects between the base and the sugar [64].

Kaur and coworkers (Kcw) [61] analyzed the torsion profiles for the $\chi$ angle in the $\beta$ - and $\alpha$-ribonucleosides containing the bases BA C-glycosylated and MM using a free and polymer (ribose with a $\mathrm{CH}_{3}$ group at the $\mathrm{O}^{\prime}$ ') nucleoside model. They found that for the case of the $\beta$ anomers of the BA and MM nucleosides in either model the anti-conformation was preferred. Still the studies by Kcw does not address how the presence of an IL or the puckering of the ribose ring may affect the position of the RU with respect to the TC.

This section aims to fill in the gaps in the literature referring to the preferential conformations of canonical and non-canonical bases with respect to different potential prebiotic TCs-ILs backbone derivatives and the effects of starting from different sugar ring puckering.

Figures 4.35 and 4.36 shows the distribution of the $\chi$ torsion across all canonical and noncanonical nucleotides obtained from the classic (a+b) pathway with a $\mathrm{HPO}_{3}{ }^{-}$and $\mathrm{HAsO}_{3}{ }^{-}$(for more details on the specific values of the torsion angle $\chi$ for each canonical and non-canonical TC see Table A6).

An analysis of Figure 4.35 shows that when phosphorus is present the canonical nucleotides in vacuum prefer the anti-conformation in both $\beta$ - and $\alpha$-configurations. In the case of the non-canonical nucleotides in the $\beta$-configuration also anti is preferred, meanwhile when the base has an $\alpha$-configuration syn is slightly preferred. Analyzing all the nucleotides there is an overall preference for the anti-conformation for the $\beta$-anomers and $\operatorname{syn}$ for the $\alpha$-counterparts.

In aqueous environment the $\beta$-anomers of the canonical nucleotides prefer more anti meanwhile the $\alpha$-counterparts prefer more syn. Both anomers of the non-canonical nucleotides have a higher preference for the syn conformation and overall, both anomers of all nucleotides tend to prefer more the syn conformation in implicit solvation.

When the P is replaced by As, the histograms from Figure $\mathbf{4 . 3 6}$ show that in vacuum the canonical nucleotides similarly to the monophosphate counterparts prefer the anti-position in both configurations. The non-canonical nucleotides prefer slightly more anti in the $\beta$ - and syn when there is an $\alpha$-configuration. In general, all nucleotides prefer more anti for $\beta$ and $\operatorname{syn}$ for $\alpha$. In the
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Figure 4.34 Representation of the sets of atoms (blue) and connecting bonds (gray) of the $\chi$ torsion angle at the glycosidic bond between the canonical (top) and non-canonical (middle and bottom) RUs and a Ribf- $5^{\prime}-\mathrm{XO}_{3}{ }^{-}$, where $\mathrm{X}=\mathrm{P}, \mathrm{A}$
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Figure 4.35 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the nucleotides from the classic model $(a+b)$ that defines the conformation of the 5 canonical (A, G, C, T and U ) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA$\mathrm{N}, \mathrm{CA}$ and MM) RUs around the $\mathrm{HPO}_{3}-$-TCs molecules. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in ( ${ }^{\circ}$ ) for the torsion angle. The green pies represent the $\beta$-anomers and the gray pies represent the $\alpha$-counterparts of the different nucleotides. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.
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Figure 4.36 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the nucleotides from the classic model $(a+b)$ that defines the conformation of the 5 canonical (A, G, C, T and U) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA-C ${ }^{5}$, BA$\mathrm{N}, \mathrm{CA}$ and MM ) RUs around the $\mathrm{HAsO}_{3}{ }^{-}-\mathrm{TCs}$ fragments. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G $(d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.
case of the nucleotides in aqueous environment with a canonical base a similar trend to the one in vacuum is found. Meanwhile, the non-canonical nucleotides tend to prefer slightly more the syn conformation for both anomers. Overall, all nucleotides tend to prefer more anti for the $\beta$-anomer and $\operatorname{syn}$ for the $\alpha$-counterpart.

These results show the surprisingly similarity in the distributions from the classic nucleotides when having different ILs which suggests that the presence of either P or As does not impose much difference in the conformation of a canonical or non-canonical base around the TC.

There is an overall preference for the anti-conformation mostly in vacuum and for the canonical bases. This may suggest that maybe some of the conformational behavior observed in the nucleotides of today informational biopolymers may have been inherited from their monomeric units if they came from a classic synthesis in vacuum.

Let's move on now to the analysis of the $\chi$ distributions for the Nts obtained using an alternative ( $c+d$ ) pathway.

Figures 4.37 and 4.38 represent the statistical frequency distributions of the torsion angle $\chi$ for all Nts obtained through an alternative ( $\mathrm{c}+\mathrm{d}$ ) path (see Table A4 for the values of each torsion angle).

Figure 4.37 shows the distributions of $\chi$ for the nucleotides modeled from ( $\mathrm{c}+\mathrm{d}$ ) that contain a $\mathrm{HPO}_{3}^{-}$. In vacuum the canonical nucleotides prefer the anti-conformation when having both the $\beta$ - and $\alpha$-configurations. Both anomers of the non-canonical nucleotides prefer more syn. Overall, all nucleotides are more frequent to be in the anti for the $\beta$-anomer and syn-position for the $\alpha$-counterpart. When the solvation effects are implicitly included the canonical nucleotides prefer more the anti-conformation when they are in the $\beta$ - and the syn when they are in the $\alpha$ configuration. The non-canonical nucleotides prefer more the syn in both anomeric forms and all Nts prefer more the anti for the $\beta$-anomer and syn for the $\alpha$-counterpart.

When P is replaced by As the rose diagrams for $\chi$ (Figure 4.38) show that in vacuum the canonical nucleotides prefer the anti-conformation when the configurations are either $\beta$ or $\alpha$. Both anomers of the non-canonical nucleotides prefer more the syn position and, overall, all Nts are more prompted to be in anti when the RU is $\beta$ and syn when $\alpha$. In aqueous environment either canonical either canonical, non-canonical or all nucleotides prefer more the anti-conformation for the $\beta$-configuration and syn for the $\alpha$-counterpart respectively.
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Figure 4.37 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the nucleotides from the alternative model ( $\mathrm{c}+\mathrm{d}$ ) that defines the RU's conformation of the 5 canonical (A, G, C, T and U) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA$\mathrm{C}^{5}, \mathrm{BA}-\mathrm{N}, \mathrm{CA}$ and MM ) RUs around the $\mathrm{HPO}_{3^{-}}-\mathrm{TCs}$ fragments. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.
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Figure 4.38 Rose diagrams (circular frequency histograms) for the torsion angle $\chi$ in the nucleotides from the alternative model ( $\mathrm{c}+\mathrm{d}$ ) that defines the RU's conformation of the 5 canonical (A, G, C, T and U) and the 6 non-canonical (TAP-N ${ }^{5}$, TAP-N, BA$\mathrm{C}^{5}, \mathrm{BA}-\mathrm{N}, \mathrm{CA}$ and MM$)$ RUs around the $\mathrm{HAsO}_{3}{ }^{-}-\mathrm{TCs}$ fragments. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\chi$ in $\left({ }^{\circ}\right)$ for the torsion angle. The green pies represent the $\beta$-anomers and the grey pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G $(d, p$ ) in vacuum, (Bottom) B3LYP/6$311++\mathrm{G}(d, p)$ in aqueous medium using the IEFPCM solvation model.

### 4.4.5 Sugar puckering parameters for the F-form and P-form of the TC in the canonical and non-canonical nucleotides

The hemiacetalic ring of ribofuranose or 2'-deoxyribofuranose is not planar. The sugar ring adopts different conformations with out of plane atoms. These conformations are known as sugar puckering and they can be twisted with two atoms in opposite sides of the plane or eclipsed with 4 atoms in the plane [22].

A way to characterize the sugar ring conformations is by using the generalized Cremer-Pople (CP) puckering parameters. This mathematical methodology uses the cartesian coordinates of the ring atoms. These puckering parameters can be generalized for a ring with an odd or even number of atoms.

The CP parameters are the phase angle $\phi_{2}$ and the total puckering amplitude $Q$ for a 5-MR and the phase angles $\theta$ and $\phi$ and the radial $Q$ for a 6-MR [65].

Figures 4.24 and 4.28 of Chapter 3 illustrate all possible ring puckering conformations for the 5 - and 6-MR TCs.

The denomination endo \{super index anteceding the initials T (twisted) or E (eclipsed) \} refers in the puckering notation of 5-MRs to a given atom been in the same plane as the C 5 ', meanwhile exo \{sub index preceding the letters T or E$\}$ refers to the atom is in the opposed plane of the C5' position [22].

DNA contain three major forms A, B and Z . The first one has two main groups AI and AII and similarly B-DNA also has a BI and BII [22].

Svozil and coworkers (Scw) [66] did a benchmarking of the main torsion angles dominating the conformational changes of $\approx 8000$ NAs crystallographic structures with a resolution $\leq 1.9 \AA$. This study proposes that both A-D $(R) N A$ forms tend to have the sugar in a puckering with the C 3 '-endo $[22,66]$.

The two main conformers BI and BII from B-DNA contain a predominantly puckering of the sugar with the C 2 ' endo [22].

Z-DNAs usually has ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ alternated puckering conformations for the 2 dRibf [67].

In the case of NAs interacting with protein-ligand complexes with mixed A-B duplexes had nucleotides with their sugar in the C1'-exo/O4'-endo puckering.

The furanose rings have a predominant ${ }^{2} \mathrm{~T}_{3}$ (C2'-endo) or ${ }^{3} \mathrm{~T}_{2}$ (C3'-endo) in free [45, 40, 41] or polynucleotidic canonical Nts from A, B and Z-DNA [1], meanwhile the pyranoses have a preference for the ${ }^{1} \mathrm{C}_{4}$ or ${ }^{4} \mathrm{C}_{1}$ in free canonical nucleosides and nucleotides. Hence, we have set the initial puckering conformations of the furanoses 2 dRibf , Ribf and Tho to the ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$, meanwhile for the pyranoses 2 dRib and Rib the ${ }^{1} \mathrm{C}_{4}$ or ${ }^{4} \mathrm{C}_{1}$ have been selected.

This analysis will allow us to hopefully find answers for the following questions: 1) does the configuration $(\beta, \alpha)$ at the anomeric center of canonical and non-canonical Nts affects the sugar ring puckering?, 2) do the free nucleotides preserve the preferential ring conformations found in the Nts in DNA and RNA or in another words may the conformations observed in today's NAs have come in certain extend from the monomeric nucleotides in vacuum or aqueous solution?, 3) changing the addition of the three components: TC, IL and RU affects the sugar ring conformations of the Nts? and finally, does changing the IL from $\mathrm{HPO}_{4}{ }^{-}$to $\mathrm{HAsO}_{4}{ }^{-}$affects the sugar ring puckering in the Nts ?

The next sections will analyze the statistical frequency distributions of the CP puckering parameters in 5- and 6-MR Nts but for further details on the values of these phase angles and amplitudes see Table A7 from the Appendices section.

Figure 4.39 shows the rose diagram (circular frequency histogram) for the distribution of the phase angle $\phi_{2}$ for the nucleotides obtained using a classic route with a $\mathrm{HPO}_{4}{ }^{-}$.

When the Nts contain a canonical base and are modeled in vacuum the $\beta$-anomers have the highest frequency between $72^{\circ}\left({ }^{2} \mathrm{E}\right)-108^{\circ}\left(\mathrm{E}_{3}\right)$ and between $252^{\circ}\left(\mathrm{E}_{2}\right)$ and $288^{\circ}$ $\left({ }^{3} \mathrm{E}\right)$. These values for the phase angle include the C 2 '-endo and C 3 '-endo puckering which is in agreement with experimental observations for free and polymeric canonical Nts. The $\alpha$-anomers have a different array of conformations that goes from $90^{\circ}\left({ }^{2} \mathrm{~T}_{3}\right)$ to $162^{\circ}\left({ }^{4} \mathrm{~T}_{0}\right)$ ( C 4 '-endo-O4'-exo), hence for the $\alpha$-configuration the sugar ring tends to adopt a larger number of sugar ring conformations. In aqueous solution the highest population for both anomers is around $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ which involves C 3 '-endo puckering conformations.

For the case of the non-canonical bases similarly to the canonical counterparts when they are in the $\beta$-configuration the sugar ring populates mostly the $0^{\circ}\left({ }^{0} \mathrm{E}\right)-108^{\circ}\left(\mathrm{E}_{3}\right)$ and the $234^{\circ}\left({ }^{1} \mathrm{~T}_{2}\right)-270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ and these intervals include the preferentially observed C 2 '-endo
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Figure 4.39 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR ring conformation of the mono-phosphate $\left(\mathrm{HPO}_{3}{ }^{-}\right)$nucleotides obtained from the classic $(a+b)$ model. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\phi_{2}$ in $\left(^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6$311++\mathrm{G}(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
and C3'-endo. In aqueous environment both anomers prefer the range $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-324^{\circ}\left(\mathrm{E}_{4}\right)$ that includes C3'-endo 5-MR conformations.

Overall, all $\beta$-nucleotides in vacuum prefer more the C 2 '-endo and C3'-endo, meanwhile the $\alpha$-counterparts are found more frequently in the conformations between $126^{\circ}-144^{\circ}$ and $288^{\circ}-306^{\circ}$. In aqueous environment both anomers prefer more the $270^{\circ}$ $324^{\circ}$ range.

This shows that to a certain extend there is an influence of the environment and the RU configuration on the puckering of the sugar. The correct anomer $\beta$ tends to prefer a sugar ring conformation around the C2'-endo and C3'-endo.

Figure 4.40 shows the rose diagrams for the Nts obtained from the classic $(a+b)$ pathway when the X element of the IL is replaced from P to As.

It can be noticed that replacing the IL does not impose major changes in the distributions of $\phi_{2}$ for the canonical nucleotides in either environment or for either anomer. Meanwhile, for the non-canonical nucleotides it can be notice that their conformations are more spread in vacuum and in aqueous solution there is a higher preference for the $\beta$-anomers to be in the $306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ $342^{\circ}\left({ }^{0} \mathrm{~T}_{4}\right)$ range with a higher predominance of C 4 '-endo conformations. Overall, all nucleotides have similar distributions to the nucleotides with a monophosphate in both environments.

A comparison of both graphs shows that replacing the IL does not impose significant changes in the phase angle distribution for canonical nucleotides but it may change the distributions of non-canonical nucleotides. Another reason to think that maybe the $\mathrm{HPO}_{4}{ }^{-}$ IL may have played a role in selecting the correct RUs for their incorporation later in the biopolymers. This result also shows that changing the IL does not impose significant changes to the sugar puckering, again supporting the idea that As can preserve the sugar puckering of the 5-MR sugars analyzed.

How does the distribution of the furanose puckering is affected if the nucleotides is modeled by using an alternative pathway in which the order of the reactants changes?

Figure 4.41 shows the rose diagrams for the mono-phosphate nucleotides obtained from the alternative ( $\mathrm{c}+\mathrm{d}$ ) pathway.

A glance at the frequency bars from Figure 4.41 shows that indeed when changing the order of reactants, the pattern of preferential puckering conformations tends to change for most of
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Figure 4.40 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the $5-\mathrm{MR}$ ring conformation of the monoarsenate $\left(\mathrm{HAsO}_{3}{ }^{-}\right)$nucleotides obtained from the classic $(a+b)$ model. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\phi_{2}$ in $\left(^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6$311++\mathrm{G}(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
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Figure 4.41 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR ring conformation of the mono-phosphate $\left(\mathrm{HPO}_{3}{ }^{-}\right)$nucleotides obtained from the alternative ( $\mathrm{c}+\mathrm{d}$ ) model. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\phi_{2}$ in $\left({ }^{\circ}\right)$ for the angle. The green pies represent the $\beta$-anomers and the blue pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6$311++\mathrm{G}(d, p)$ in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
canonical and non-canonical nucleotides in both environments, with the exception of the canonical and non-canonical nucleotides in aqueous solution. For the case of the canonical nucleotides in vacuum it is observed that the interval around $252^{\circ}\left(\mathrm{E}_{2}\right)-324^{\circ}\left(\mathrm{E}_{4}\right)$ is preferred by both the $\alpha$ - and the $\beta$-anomers. This interval includes C 3 '-endo and C 4 '-exo puckering. The canonical nucleotides modeled in aqueous environment prefer the intervals C3'-endo $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ $288^{\circ}\left({ }^{3} \mathrm{E}\right)$. In the case of the non-canonical nucleotides in vacuum the $\beta$-anomers tend to prefer more the $216^{\circ}-270^{\circ}$ interval, meanwhile there is large spread of nucleotides with small counts in the $54^{\circ}\left({ }^{2} \mathrm{~T}_{1}\right)-144^{\circ}\left({ }^{4} \mathrm{E}\right)$ range with C2'-endo conformations and the $216^{\circ}\left({ }^{1} \mathrm{E}\right)$ - $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ interval. The $\alpha$-configurations prefer almost exclusively the $288^{\circ}\left({ }^{3} \mathrm{E}\right)$ $306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ range. When the non-canonical nucleotides are modeled in implicit solvation the interval $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-324^{\circ}\left(\mathrm{E}_{4}\right)$ with C3'-endo conformations is preferred by both anomeric forms.

Overall, all nucleotides in vacuum have a large spread of frequencies in the $18^{\circ}\left({ }^{0} \mathrm{~T}_{1}\right)$ $-162^{\circ}\left({ }^{4} \mathrm{~T}_{0}\right)$ range and the $252^{\circ}\left(\mathrm{E}_{4}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$, meanwhile in aqueous environment there is a clear preference for C 3 '-endo and C 4 '-exo conformations from $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$ to $324^{\circ}\left(\mathrm{E}_{4}\right)$.

Figure 4.42 shows the rose diagrams for the ( $c+d$ ) nucleotides with a mono-arsenate. Changing the IL and the order for the addition of the components does not affect significantly the distributions of the nucleotides in water but it does in vacuum.

For instance, the $\beta$-anomers of the canonical nucleotides in vacuum tend to prefer more puckering conformations in the $72^{\circ}\left({ }^{2} \mathrm{E}\right)-90^{\circ}\left({ }^{2} \mathrm{~T}_{3}\right)$ and the $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-324^{\circ}\left(\mathrm{E}_{4}\right)$, meanwhile the $\alpha-$ counterparts have a distribution of puckering from $126^{\circ}\left({ }^{4} \mathrm{~T}_{3}\right)$ to $288^{\circ}\left({ }^{3} \mathrm{E}\right)$ that include more C 4 'endo, C2'-endo sugar ring conformations. Both anomers of the non-canonical nucleotides in vacuum have a higher preference for the C2'-exo, C3'-endo and C4'-exo from $252^{\circ}\left(\mathrm{E}_{2}\right)$ to $324^{\circ}\left(\mathrm{E}_{4}\right)$. Overall, all nucleotides in vacuum tend to prefer more the $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-342^{\circ}\left({ }^{0} \mathrm{~T}_{4}\right)$ range.

The frequency histograms in aqueous solution show that the canonical nucleotides in the $\beta$-configuration prefer the $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ range with C 3 '-endo conformations, meanwhile the $\alpha$-counterparts have a distribution of counts between $126^{\circ}\left({ }^{4} \mathrm{~T}_{3}\right)-270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)$. The non-canonical Nts modeled in aqueous environment have 5-MR conformations in almost all puckering intervals with 8 Nts having values of $\phi_{2}$ in between $306{ }^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ $324^{\circ}\left(\mathrm{E}_{4}\right)$. Overall, all Nts in aqueous solution prefer the $270^{\circ}\left({ }^{3} \mathrm{~T}_{2}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ in the $\beta$ -
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Figure 4.42 Rose diagrams (circular frequency histograms) for the phase angle $\phi_{2}$ that defines the 5-MR ring conformation of the furanose mono-phosphate $\left(\mathrm{HAsO}_{3}\right)$ nucleotides obtained from the alternative ( $\mathrm{c}+\mathrm{d}$ ) model. The blue vertical numbers represent the frequency scale as the radius of the different concentric circles. The red solid arrow marks the circular mean $\phi_{2}$ in $\left({ }^{\circ}\right)$ for the angle. The green pies represent the $\beta$ anomers and the blue pies represent the $\alpha$-counterparts of the different nucleosides. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.
configuration, meanwhile for the $\alpha$-anomers the sugar ring puckering can be found in the $126^{\circ}\left({ }^{4} \mathrm{~T}_{3}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ interval with the highest frequencies in the $126^{\circ}\left({ }^{4} \mathrm{~T}_{3}\right)-144^{\circ}\left({ }^{4} \mathrm{E}\right)$ and the $288^{\circ}\left({ }^{3} \mathrm{E}\right)-306^{\circ}\left({ }^{3} \mathrm{~T}_{4}\right)$ intervals.

Let's analyze now the Nts that contain a 6-MR sugar. As discussed previously in the case of $6-\mathrm{MR}$ the three CP puckering coordinates $q_{2}, q_{3}$ and $\phi_{2}$ can be transformed into a set of polar coordinates $Q, \phi$ and $\theta$. In this case the phase angle $\theta$ defines if the $6-\mathrm{MR}$ has a chair $\{\mathrm{C}\}\left(\theta=0^{\circ}\right.$ or $\left.180^{\circ}\right)$, a boat $\{\mathrm{B}\}$ or skew boat $\{\mathrm{S}\}\left(\theta=90^{\circ}\right)$ and a half-chair $\{\mathrm{H}\}$ or envelope $\{\mathrm{E}\}\left(\theta=45^{\circ}\right.$ or $\left.135^{\circ}\right)$. Hence, the projection of the sphere onto the 2 D dimensions as a plot of $\theta v s \phi$ is known as the Mercator projection and it is rational way to explore the distribution of the puckering conformations in a 6-MR.

Figures 4.43-4.46 show the Mercator projection with a kernel density probability map of the distributions for either the $\beta$ - and the $\alpha$-anomers of Nts with a pyranose ring from the (a+b) and (c+d) pathways with both mono-phosphate and mono-arsenate ILs.

A glance at the four figures shows that the $\beta$ - and some $\alpha$-configurations of most Nts create one cluster close to the ${ }^{1} \mathrm{C}_{4}$ puckering and 1-2 clusters around the ${ }^{4} \mathrm{C}_{1}$ chair conformation. Very few Nts are observed to have other puckering conformation, e.g., some non-canonical nucleotides contain some $\beta$-configurations around the ${ }^{3} \mathrm{H}_{4}$ and some $\alpha$ configurations around the ${ }^{4} \mathrm{H}_{5}$. The skew boat and boat puckering conformations have the lowest density probabilities.

In the $P$-form the sugar ring puckering is also less affected by the influence of the environment, the IL and the RU configuration, hence this is in support of the idea that, possibly, Nature has chosen 5-MR sugars instead of 6-MR since they are more prone to conformational changes when exposed to different factors.

### 4.4.6 Did thermodynamics drive the selection of the nucleotides containing $T$ for DNA and $\mathbf{U}$ for RNA?

Can thermodynamics explain the selection of T for DNA and U for RNA? This section will explore this question upon theoretical calculations of the nucleotides obtained from the classic and alternative pathways.

In order to find an answer, and following the study reported in Ref. [23], two different sugar-


Figure 4.43 Mercator projection of the kernel density probability for the values of the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the 6-MR ring conformation of the pyranose mono-phosphate $\left(\mathrm{HPO}_{3}{ }^{-}\right)$nucleotides obtained from the classic (a+b) model. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model.


Figure 4.44 Mercator projection of the kernel density probability for the values of the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the 6-MR ring conformation of the pyranose mono-phosphate ( $\mathrm{HAsO}_{3}{ }^{-}$) nucleotides obtained from the classic ( $\mathrm{a}+\mathrm{b}$ ) model. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.45 Mercator projection of the kernel density probability for the values of the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the 6-MR ring conformation of the pyranose mono-phosphate $\left(\mathrm{HPO}_{3}{ }^{-}\right)$nucleotides obtained from the classic ( $\mathrm{c}+\mathrm{d}$ ) model. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM solvation model.


Figure 4.46 Mercator projection of the kernel density probability for the values of the phase angles $\phi$ and $\theta$ in $\left({ }^{\circ}\right)$ for the puckering of the 6-MR ring conformation of the pyranose mono-phosphate $\left(\mathrm{HAsO}_{3}{ }^{-}\right)$nucleotides obtained from the classic $(\mathrm{c}+\mathrm{d})$ model. (Top) B3LYP/6-311++G( $d, p$ ) in vacuum, (Bottom) B3LYP/6-311++G( $d, p$ ) in aqueous medium using the IEFPCM solvation model
exchange reactions for the $\beta$ - and $\alpha$-anomers of T and U Nts in the F - and P -form will be modeled, respectively:
$\beta-\mathrm{rTMX}+\beta-\mathrm{dUMX} \rightarrow \beta-\mathrm{dTMX}+\beta-\mathrm{rUMX}$
and
$\alpha-$ rTMX $+\alpha-$ dUMX $\rightarrow \alpha-$ dTMX $+\alpha-$ rUMX

The energetic variations for the previous reactions are estimated as:
$\Delta X=\left(X_{\mathrm{rUMP}}+X_{\mathrm{dTMP}}\right)-\left(X_{\mathrm{rTMP}}+X_{\mathrm{dUMP}}\right)$
where $\Delta X$ can be $\Delta E, \Delta E_{(\mathrm{ZPE})}$ and $\Delta G^{\mathrm{o}}$.

In these reactions the products represent the "correct" pairs of D-2'-(deoxy)thymidine monophosphate ( $\mathrm{HPO}_{3}{ }^{-}-2 \mathrm{dRibf}(2 \mathrm{dRib})-\mathrm{T}$ or dTMP) and uridine monophosphate $\left(\mathrm{HPO}_{3}{ }^{-}\right.$ $\operatorname{Ribf}(\mathrm{Rib})-\mathrm{T}$ or rTMP) and the reactants are the "wrong" pair D-2'-(deoxy)uridine monophosphate ( $\mathrm{HPO}_{3}{ }^{-}-2 \mathrm{dRibf}(2 \mathrm{dRib})-\mathrm{U}$ or dUMP) and thymidine monophosphate ( $\mathrm{HPO}_{3}-\mathrm{Ribf}(\mathrm{Rib})-\mathrm{T}$ or TMP) (see Figure 4.47).

We will consider all possible combinations between the different starting puckering conformations in the different furanose and pyranose sugar rings. A total of 256 reactions $\{128$ reactions in each environment $\}$ are analyzed.

Table A8 in the Appendices section shows the values for the thermodynamic quantities for the 256 reactions. For the nucleotides from the classic $(a+b)$ pathway in vacuum the most negative $\Delta G^{\circ}$ are obtained for the reactions of the P-forms $\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dTMP}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\alpha-$ ${ }^{4} \mathrm{C}_{1}$-dUMP ( $\Delta G^{\circ}=-69.3 \mathrm{~kJ} / \mathrm{mol}$ ), but also the reaction $\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{U}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{T}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}$ favors the correct pair ( $\Delta G^{\circ}=-61.3 \mathrm{~kJ} / \mathrm{mol}$ ) and there is no noticeable difference between the $\Delta G^{\circ}$ of these two reactions. The $\Delta G^{\circ} \geq 17 \mathrm{~kJ} / \mathrm{mol}$ favoring the incorrect pair are predicted for the reaction of the Nts in the P-form $\alpha-{ }^{4} \mathrm{C}_{1}$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}$-UMP $-\alpha-{ }^{1} \mathrm{C}_{4}$-TMP $-\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP ( $\Delta G^{\circ}=68.1 \mathrm{~kJ} / \mathrm{mol}$ ). In aqueous environment also the two reactions favoring and disfavoring the
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Figure 4.47 Natural and un-natural T, U nucleotides. The predominant form occurring in nature is D-2'-(deoxy)thymidine-monophosphate ( $\mathrm{HPO}_{3}^{-}-2 \mathrm{dRibf}-\mathrm{T}$ ) and D-uridinemonophosphate ( $\mathrm{HPO}_{3}-$-Ribf-U) occurring in DNA and RNA respectively. The unnatural forms, i.e. for the furanose ring, thymidine-monophosphate ( $\mathrm{HPO}_{3}-\mathrm{Ribf}-$ T) and $2^{\prime}$-(deoxy)uridine-monophosphate ( $\mathrm{HPO}_{3}-\mathrm{dRibf}-\mathrm{U}$ ) which are not normally incorporated in RNA and DNA, respectively. The four figures at the bottom represent the nucleotides with the pyranose ring $\mathrm{HPO}_{3}-2 \mathrm{dRib}-\mathrm{T}, \mathrm{HPO}_{3}{ }^{-}-\mathrm{Rib}-\mathrm{U}$ and $\mathrm{HPO}_{3}-$ Rib-T and $\mathrm{HPO}_{3}-2 \mathrm{dRib}-\mathrm{U}$ ), also un-natural. See text and Table A8. The star (*) denotes the anomeric center ( $\mathrm{Cl}^{\prime}$ ) of the sugar.
correct pair involve the $\alpha$-anomer of the nucleotides with a pyranose ring $\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dTMP}+\alpha-{ }^{1} \mathrm{C}_{4}-$ UMP - $\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dUMP}\left(\Delta G^{\circ}=-87.0 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{U}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{T}-\alpha-{ }^{1} \mathrm{C}_{4}-$ $\mathrm{dU}\left(\Delta G^{\circ}=88.1 \mathrm{~kJ} / \mathrm{mol}\right)$ respectively. Hence, the $\Delta G^{\circ}$ from the nucleotides in the classic pathway suggest that these types of sugar-exchange reactions may had decided which pair would be selected by Nature for the sugar in its P-form and during the evolution of the Nts the naturally found Fform was selected.

When the Nts are obtained through the alternative ( $c+d$ ) pathway in vacuum the reactions that favors or unfavor the correct pair involve the F -form and the $\beta$-configuration of the RU . These reactions are $\beta-{ }^{3} \mathrm{~T}_{2}$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP $-\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{TMP}-\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP $\left(\Delta G^{\circ}=-33.5 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\beta-$ ${ }^{2} \mathrm{~T}_{3}$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP $-\beta-{ }^{3} \mathrm{~T}_{2}-\mathrm{TMP}-\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP $\left(\Delta G^{\circ}=59.3 \mathrm{~kJ} / \mathrm{mol}\right)$. In aqueous solution the $\alpha$-configuration of the F-form favors the correct dTMP and UMP pairs $\left\{\alpha-{ }^{2} \mathrm{~T}_{3}-\mathrm{dT}+\alpha_{-}{ }^{2} \mathrm{~T}_{3}-\mathrm{U}-\alpha-\right.$ ${ }^{3} \mathrm{~T}_{2}-\mathrm{T}-\alpha-{ }^{3} \mathrm{~T}_{2}$-dU\} $\left(\Delta G^{\circ}=-20.5 \mathrm{~kJ} / \mathrm{mol}\right)$.

When the sugar of the nucleotides contains a pyranose instead of a furanose in the alternative pathway the sugar-exchange reactions of the $\beta$-anomers in either environment favors or disfavors the correct pair. In vacuum these reactions are $\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{U}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{T}-\beta-{ }^{1} \mathrm{C}_{4}-$ $\mathrm{dU}\left(\Delta G^{\circ}=-51.2 \mathrm{~kJ} / \mathrm{mol}\right), \beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{U}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{T}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\left(\Delta G^{\circ}=51.8 \mathrm{~kJ} / \mathrm{mol}\right)$. In implicit solvation the reactions are: $\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dT}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{U}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{T}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{dU}\left(\Delta G^{\circ}=-42.8 \mathrm{~kJ} / \mathrm{mol}\right)$ and $\beta-$ ${ }^{1} \mathrm{C}_{4}-\mathrm{dT}+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{U}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{T}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dU}\left(\Delta G^{\circ}=40.0 \mathrm{~kJ} / \mathrm{mol}\right)$. The rest of the energies are within the intrinsic error of the method; hence they are inconclusive.

The analysis of the energy changes for the sugar exchange reaction of the F-form of the T and U Nts in Castanedo and Matta, 2022 [23]: (i) reinforces the classical pathway as preferable and (ii) indicates an advantage of the canonical pairs compared to the no-canonical pairs when gauged by the "sugar exchange reactions" for the $\beta$-anomer in vacuum and vanishes in the case of the $\alpha$-anomers (see table. 6 in Castanedo and Matta's paper).

In the present study it is observed that when the modeling of the $T$ and $U$ Nts starts from different sugar ring conformations and sizes there are specific combinations puckering in the $\beta$ anomer of the P-form that may favor the correct pair dTMP, UMP. This observation is valid for the Nts obtained from either pathway.

### 4.4 Conclusions

In this chapter and throughout this PhD thesis dissertation the role of thermodynamics in the evolutionary emergence of the building blocks of contemporary NAs from a proto- or pre-RNA has been explored using computational modeling.

The first question seeking an answer is the following: did Nature select the $\beta$-anomer of today's nucleotides instead the $\alpha$-counterpart based on the thermodynamic stability and flexibility of one anomer over the other? Thibaudeau and coworkers [39, 40, 41] have proposed that the pseudorotational equilibrium between the two major puckering forms ( ${ }^{2} \mathrm{~T}_{3}$ and ${ }^{3} \mathrm{~T}_{2}$ ) of ribose is an important factor to consider when comparing stabilities of both anomeric forms. Following this idea, it has been predicted at the DFT level of theory the $\Delta G^{\circ}$ for the pseudorotational equilibrium of the F- and P-form of canonical and non-canonical $\beta$ - and $\alpha$-Nts. Additionally, 4 anomerexchange reactions in each case have been also analyzed. These reactions involve the same or different sugar ring initial conformations. The Nts modeled have been obtained from two different pathways (sequence of condensation reactions between the TCs, RUs and ILs) and the IL contain either phosphorus or arsenic.

The results obtained are in agreement with the Tcw proposition that for the canonical Nts modeled in vacuum with a $5-\mathrm{MR}$ and $\mathrm{HPO}_{4}{ }^{-}$the pseudorotation of the $\beta$-anomer favors the ${ }^{3} \mathrm{~T}_{2}$ puckering of the sugar and for some of the $\beta$-anomers of nucleotides with 6-MR the ${ }^{4} \mathrm{C}_{1}$ puckering is favored. The rest of energies are within the expected error bars of the theoretical method $\{\approx \pm$ $17 \mathrm{~kJ} / \mathrm{mol}\}$. There were no significant differences between the different anomers when P was replaced by As.

An analysis of the anomer-exchange reactions energies shows that in the cases in which the energies are not negligible the correct $\beta$-anomer is favored for either pathway. The reaction that favored one of the anomers was mostly reaction\#2 (Figure 4.3) for either 5- or 6-MR TCs.

An analysis of the $\Delta G^{\circ}$ for a classic pathway (a+b) shows that in vacuum the synthesis of most canonical or non-canonical $\beta$-Nts is favored ( $\Delta G^{\circ} \leq-17 \mathrm{~kJ} / \mathrm{mol}$ ), meanwhile in aqueous solution most of the reactions are not favored. This finding is in support of the "water problem".

On the other hand, for the alternative pathway ( $\mathrm{c}+\mathrm{d}$ ) and in agreement with experimental results from the literature $[6,7,8]$ the synthesis of some non-canonical nucleotides in implicit
solvation is favored, e.g., TAP-, BA C ${ }^{5}$-glycosilated and MM. Either classic or alternative synthesis of the BA-N and CA nucleotides is unfavored across the board. BA-C ${ }^{5}$ nucleotides are overall the most favored Nts followed by TAP-C ${ }^{5}$ and MM Nts in a less extension. These results are in support of the idea that the first proto-RNA contained a C-glycosylated base either BA or TAP. The alternative pathway emerges as the way to synthesize non-canonical nucleotides more effectively than the classic pathway when water is present.

The synthesis in vacuum of the building blocks of nucleic acids is suggestive of a possible extraterrestrial scenario for the synthesis of these molecules, e.g., in dense or diffuse interstellar clouds [69, 70, 71]. Additionally, either artificial synthetic route gives similar results for nucleotides containing either P or As based ILs, which suggests that either mono-phosphate or mono-arsenate Ns can be synthetized in prebiotic conditions.

Either classic or alternative synthesis of the Nts containing glycerol as TC are predicted to be the most feasible thermodynamically overall. In most of cases in which either synthetic route favors the formation of a Nt is the $\beta$-anomer more favored than the $\alpha$-counterpart.

There is an overall preference for the anti-conformation, mostly in the vacuum environment, and for canonical Nts. This may suggest that possibly some of the conformational behavior observed in the nucleotides of today informational biopolymers may have been inherited from their monomeric units if they came from a classic synthesis in vacuum. When the Nts are modeled using an alternative pathway there is a higher preference for the most frequent anticonformation for the naturally observed $\beta$-anomer, meanwhile the $\alpha$-counterpart is more frequent in the syn position in both vacuum and aqueous environment. This suggests that if some nucleotides emerged from the reaction between a RU and a TC-IL derivative, then the propensity for the anticonformation increases.

There is less flexibility or number of sugar ring puckering conformations when the sugar is in the P -form instead of the F -form. In the P -form there is also less influence of the environment, the IL and the RU configuration on the change of puckering, hence this result may suggest that maybe Nature chose $5-\mathrm{MR} 2 \mathrm{dRibf}$ or Ribf instead of the $6-\mathrm{MR} 2 \mathrm{dRib}$ or Rib since they are more sensible to change its conformations when exposed to different factors. In either pathway, environment or IL, the canonical nucleotides tend to have the preferential ${ }^{2} \mathrm{~T}_{3}$ or ${ }^{3} \mathrm{~T}_{2}$ for 5 -MRs and the ${ }^{4} \mathrm{C}_{1}$ and ${ }^{1} \mathrm{C}_{4}$ for the 6 -MRs. For the non-canonical nucleotides, a wider range of sugar ring puckering are observed in either vacuum or aqueous
solution.
An analysis of the sugar-exchange reaction between different "correct" T for DNA and U for RNA nucleotides including the two different initial sugar conformations shows that the reactions involving a 6-MR either favors or disfavors the correct pair. In our first report [23] on the role of thermodynamics on the selection of the correct dTMP, UMP pair was shown that the $\beta$-anomer of the nucleotides obtained from the classic pathway favored the correct pair in vacuum. In this study it is shown that when the sugar ring conformation is taken into consideration the selection of T or U for the building blocks of either DNA or RNA may depend on the initial sugar ring conformation and the size of the ring. This result suggests that if the Nts emerged from a TC-IL, similarly to what the polymer fusion model proposes, then the Nts with their TC in the P-form depending on specific combinations of puckering either favored or disfavored the correct pyrimidine pairs. As it was discussed in section 4.4.2 the synthesis of pyrimidine nucleotides with a $\mathrm{HPO}_{4}{ }^{-}$is predicted to be thermodynamically plausible in vacuum using an alternative pathway and not in aqueous environment. Hence it can be concluded that the preference for a specific pyrimidine base for either DNA or RNA may have come from a proto-NA that contained a ribopyranose and/or the $2^{\prime}$ deoxyribopyranose in the specific ${ }^{4} \mathrm{C}_{1}$ puckering, establishing in that way the correct pairs and eventually the sugar interconverted into the F-form leaving the correct forms available for today's DNA and RNA.

In summary, the results presented in this chapter show that thermodynamics can support the selection of C-glycosylated non-canonical nucleotides using an alternative pathway in aqueous solution, mostly BA $\mathrm{C}^{5}$-glycosilated. The replacement of P by As in the $\mathrm{HXO}_{4}{ }^{-}$does not seems to affect the different in stabilities of anomers, prebiotic synthesis, RU syn-, anti-conformation and sugar ring puckering. Hence, the prebiotic emergence of an As-based proto-NA cannot be disregarded. This is in agreement with the reports from Mládek and coworkers [56]. Sponer and coworkers have argued that a possible cause for the early selection of the P over As in the first ILs could be based on the kinetics of the hydrolysis of arsenate and phosphate esters $[22,56,57,58$, 55].

In this chapter, the thermodynamic plausibility for the prebiotic emergence of nucleotides containing glycerol instead a sugar ribose or 2'-deoxyribose is also suggested. This may support the view that the first RNAs contained a simpler TC-IL backbone that was eventually replaced by today's TC as a way to transfer and preserve the genetic information. There is evidence in the
literature showing that GNA strands are resistant to hydrolysis and can cross-pair with DNA/RNA strand [15, 72].
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## Appendices

Table A1. Differences between the energies in $\mathrm{kJ} / \mathrm{mol}$ for the most stable $\beta$ - and $\alpha$-anomers of the canonical and non-canonical nucleotides obtained using the classic (a+b) set of reactions in vacuum and in aqueous environment (equations 4.2-4.7). The energies for all sugar ring/anomer exchange reactions and the equilibrium of pseudorotation of pyranoses and furanose rings are reported (see Figure 4.5). Included differences are between: The total energies without $(\Delta E)$ and with zero-point vibrational correction (ZPE) ( $\left.\Delta E_{(\mathrm{ZPE})}\right)$, and Gibbs energies $\Delta G^{\circ}$ at STP conditions. All results are obtained from DFT (B3LYP/6-311++G ( $d, p$ )) calculations. The polarizable continuum model (IEFPCM) solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.


|  |  | $\underline{\text { 2dRibf }}{ }^{(4)}$ |  | $\underline{\text { Ribf }}{ }^{(5)}$ |  | $\underline{\text { Tho }}{ }^{(6)}$ |  | $\underline{\mathbf{2 d R i b}}{ }^{(7)}$ |  | $\underline{\text { Rib }}{ }^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{1}$ | MM | 0.0 | -2.2 | 34.8 | -3.4 | -6.1 | 8.4 | 29.8 | 46.1 | 37.0 | 38.9 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 0.0 | -3.8 | 35.9 | -2.0 | -8.4 | 9.8 | 28.0 | 46.1 | 37.6 | 40.9 |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | 3.8 | 28.9 | -6.9 | 3.9 | 4.8 | 34.8 | 47.1 | 35.8 | 33.6 |
| $\Delta E_{2}$ | A | 21.5 | -3.5 | -6.9 | 11.4 | 1.7 | 17.3 | -6.9 | -20.8 | -2.8 | -17.8 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 22.3 | -4.9 | -7.4 | 13.2 | 1.1 | 17.5 | -6.1 | -18.8 | -1.9 | -17.0 |
| $\Delta G_{2}^{\circ}$ |  | 16.1 | 1.8 | -5.9 | 6.5 | 0.2 | 15.1 | -8.3 | -25.2 | -6.0 | -20.3 |
| $\Delta E_{2}$ | G | -29.6 | -1.0 | -43.6 | -5.4 | 37.9 | 2.4 | -16.6 | -30.6 | -34.7 | 5.0 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -30.0 | -0.6 | -44.6 | -5.9 | 38.5 | 2.7 | -14.9 | -30.7 | -34.0 | 9.1 |
| $\Delta G_{2}^{\circ}$ |  | -24.1 | 1.7 | -38.2 | 0.7 | 37.9 | -4.1 | -25.9 | -30.5 | -38.9 | -8.8 |
| $\Delta E_{2}$ | C | -43.9 | 16.3 | -28.3 | -4.7 | 27.8 | 19.0 | 1.2 | -33.3 | -27.1 | -29.3 |
| $\Delta E_{2(\text { ZPE })}$ |  | -44.4 | 17.4 | -28.7 | -3.8 | 28.0 | 18.7 | 2.1 | -33.4 | -26.1 | -28.4 |
| $\Delta G_{2}^{\circ}$ |  | -43.1 | 16.1 | -25.6 | -3.2 | 26.8 | 17.4 | -1.9 | -31.5 | -29.7 | -29.3 |
| $\Delta E_{2}$ | T | -24.8 | 5.0 | -15.8 | -1.4 | 33.8 | 15.1 | -1.1 | -36.7 | -62.5 | -32.1 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -25.5 | 6.7 | -17.0 | 0.7 | 34.1 | 17.1 | -0.3 | -36.8 | -62.5 | -29.5 |
| $\Delta G_{2}^{\circ}$ |  | -19.4 | 1.6 | -12.2 | -5.6 | 33.2 | 10.2 | -3.7 | -36.2 | -63.2 | -36.0 |
| $\Delta E_{2}$ | U | -22.1 | 8.1 | -10.6 | -10.3 | 34.4 | 17.7 | 4.7 | -38.8 | -62.0 | -27.0 |
| $\Delta E_{2(\text { (ZPE })}$ |  | -22.8 | 11.0 | -11.7 | -9.9 | 34.8 | 19.4 | 5.4 | -39.2 | -62.0 | -23.7 |
| $\Delta G_{2}^{\circ}$ |  | -17.3 | -1.1 | -8.0 | -8.3 | 33.6 | 11.1 | 0.8 | -35.9 | -62.6 | -34.4 |
| $\Delta E_{2}$ | TAP-C5 | -1.0 | -13.0 | -29.5 | -3.1 | -30.9 | 5.9 | -90.9 | -48.9 | 2.2 | -39.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 1.1 | -14.8 | -28.2 | -2.7 | -30.2 | 5.7 | -90.9 | -47.9 | 4.7 | -36.7 |
| $\Delta G_{2}^{\circ}$ |  | -5.5 | -6.8 | -34.0 | -4.1 | -31.3 | 6.5 | -90.1 | -48.2 | -2.9 | -42.8 |
| $\Delta E_{2}$ | TAP-N | 35.9 | -6.7 | 38.1 | -4.3 | -15.3 | 22.5 | 5.2 | -0.2 | 30.4 | -29.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 35.8 | -9.6 | 37.5 | -2.8 | -15.4 | 23.5 | 6.1 | 0.4 | 31.4 | -28.8 |
| $\Delta G_{2}^{\circ}$ |  | 37.7 | 3.7 | 44.3 | -6.9 | -17.5 | 19.4 | 2.8 | -1.5 | 27.2 | -30.0 |
| $\Delta E_{2}$ | BA-C ${ }^{5}$ | 11.6 | 24.5 | 4.7 | 9.1 | -1.7 | 16.9 | -30.9 | -35.4 | -34.9 | -23.4 |
| $\Delta E_{2(\text { ZPE })}$ |  | 14.1 | 28.3 | 5.1 | 10.7 | -2.1 | 16.3 | -30.3 | -34.8 | -33.5 | -22.2 |
| $\Delta G_{2}^{\circ}$ |  | 1.2 | 14.5 | 2.9 | 5.3 | -1.1 | 18.4 | -32.2 | -34.4 | -39.4 | -26.9 |
| $\Delta E_{2}$ | BA-N | -68.1 | 7.3 | -41.3 | 1.9 | 38.4 | -2.0 | -38.5 | -29.9 | -22.9 | -11.6 |
| $\Delta E_{2(\text { ZPE })}$ |  | -70.1 | 8.4 | -42.6 | 4.4 | 39.0 | -1.3 | -38.4 | -30.2 | -22.0 | -8.0 |
| $\Delta G_{2}^{\circ}$ |  | -57.9 | 4.7 | -35.5 | -3.4 | 35.2 | -6.4 | -39.5 | -28.0 | -24.2 | -20.6 |
| $\Delta E_{2}$ | CA | -25.9 | 16.9 | 2.0 | -3.1 | 43.0 | 25.4 | -22.7 | -32.3 | -22.0 | -40.9 |
| $\Delta E_{2(\text { (ZPE })}$ |  | -28.1 | 19.3 | 2.3 | -1.4 | 43.7 | 26.2 | -22.5 | -33.0 | -20.7 | -40.9 |
| $\Delta G_{2}^{\circ}$ |  | -16.7 | 11.3 | 0.4 | -6.2 | 39.7 | 21.3 | -24.6 | -29.3 | -22.3 | -39.7 |
| $\Delta E_{2}$ | MM | -18.6 | -2.0 | -32.9 | 6.5 | 55.4 | -11.1 | -26.2 | -39.7 | 14.6 | -19.6 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -16.9 | -4.3 | -31.9 | 4.2 | 57.5 | -9.0 | -22.4 | -40.0 | 17.2 | -19.4 |
| $\Delta G_{2}^{\circ}$ |  | -22.0 | 7.2 | -30.6 | 17.2 | 47.4 | -18.5 | -37.5 | -38.3 | 9.4 | -19.9 |
| $\Delta E_{3}$ | A | -1.2 | -7.8 | 0.0 | 6.4 | 28.6 | -4.0 | -16.8 | -4.9 | -0.9 | -4.0 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -0.9 | -9.7 | 0.0 | 6.2 | 29.3 | -2.4 | -16.8 | -5.0 | 0.5 | -2.3 |
| $\Delta G_{3}^{\circ}$ |  | -6.3 | -1.3 | 0.0 | 5.3 | 25.7 | -10.1 | -15.9 | -2.3 | -3.6 | -10.9 |
| $\Delta E_{3}$ | G | -2.4 | -0.6 | -52.1 | 4.5 | 32.5 | -6.6 | -12.1 | -7.6 | -26.0 | 0.7 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -1.6 | -0.6 | -53.4 | 4.4 | 33.0 | -6.3 | -12.1 | -7.3 | -25.2 | 2.3 |
| $\Delta G_{3}^{\circ}$ |  | -3.3 | -0.4 | -44.9 | 5.1 | 33.9 | -7.5 | -9.9 | -7.6 | -29.2 | -4.4 |
| $\Delta E_{3}$ | C | -35.4 | 8.1 | -10.3 | 7.2 | 42.6 | 1.3 | -34.2 | -11.7 | -22.8 | -11.9 |
| $\Delta E_{3}(\mathrm{ZPE})$ |  | -37.8 | 7.5 | -10.5 | 7.5 | 42.5 | 0.4 | -34.2 | -11.6 | -22.2 | -10.8 |
| $\Delta G_{3}^{\circ}$ |  | -30.0 | 9.6 | -9.5 | 7.1 | 44.2 | 2.6 | -33.5 | -11.6 | -24.7 | -16.3 |
| $\Delta E_{3}$ | T | 12.3 | -2.1 | -8.8 | 0.2 | 45.6 | -5.7 | -32.5 | -9.8 | -30.3 | -13.3 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 12.4 | -1.5 | -8.6 | 1.1 | 45.7 | -3.7 | -32.7 | -9.4 | -30.1 | -8.1 |
| $\Delta G_{3}^{\circ}$ |  | 13.8 | -4.9 | -9.5 | -4.4 | 47.0 | -10.2 | -30.8 | -11.0 | -31.0 | -25.3 |
| $\Delta E_{3}$ | U | 22.2 | 17.6 | -4.0 | 1.5 | 45.9 | 0.0 | -26.7 | -13.2 | -21.1 | -7.2 |
| $\Delta E_{3}(\mathrm{ZPE})$ |  | 22.4 | 19.8 | -4.5 | 1.8 | 46.1 | 0.0 | -27.0 | -12.9 | -20.8 | -4.1 |
| $\Delta G_{3}^{\circ}$ |  | 22.8 | 11.0 | -0.3 | 0.3 | 47.4 | -0.0 | -26.2 | -13.6 | -22.8 | -14.8 |
| $\Delta E_{3}$ | TAP-C ${ }^{5}$ | 13.3 | 0.0 | -0.1 | 4.6 | 0.0 | 0.0 | -24.5 | -24.0 | 22.9 | 3.3 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 13.4 | 0.0 | -0.1 | 3.8 | 0.0 | 0.0 | -24.0 | -23.6 | 24.8 | 6.9 |
| $\Delta G_{3}^{\circ}$ |  | 15.5 | 0.0 | -0.0 | 6.0 | 0.0 | 0.0 | -24.8 | -23.8 | 18.6 | -4.5 |
| $\Delta E_{3}$ | TAP-N | 15.6 | 1.1 | 36.7 | -0.3 | 0.0 | 19.6 | -6.8 | -1.8 | 14.1 | -9.2 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 14.8 | 1.5 | 35.6 | -0.6 | 0.0 | 20.8 | -6.8 | -1.9 | 15.4 | -8.3 |
| $\Delta G_{3}^{\circ}$ |  | 16.1 | -0.9 | 50.4 | 0.2 | 0.0 | 16.4 | -5.5 | 0.4 | 9.5 | -11.7 |


|  |  | $\underline{\text { 2dRibf }}{ }^{(4)}$ |  | $\underline{\text { Ribf }}{ }^{(5)}$ |  | $\underline{\text { Tho }}{ }^{(6)}$ |  | $\underline{\mathbf{2 d R i b}}{ }^{(7)}$ |  | $\underline{\mathbf{R i b}^{(8)}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{3}$ | BA-C ${ }^{5}$ | 28.0 | 2.7 | 1.5 | -0.4 | 0.0 | -0.0 | -28.7 | -16.9 | -32.0 | -4.2 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 30.4 | 2.6 | 1.6 | -2.9 | 0.0 | 0.0 | -28.5 | -16.3 | -31.1 | -1.8 |
| $\Delta G_{3}^{\circ}$ |  | 18.3 | 3.0 | 2.3 | 6.6 | 0.0 | -0.0 | -27.0 | -17.9 | -35.6 | -11.9 |
| $\Delta E_{3}$ | BA-N | 3.0 | -9.0 | 7.0 | 3.2 | -0.0 | 0.0 | -14.1 | -12.0 | 9.6 | 1.1 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 4.5 | -10.9 | 7.3 | 2.9 | 0.0 | 0.0 | -14.4 | -11.8 | 10.9 | 4.3 |
| $\Delta G_{3}^{\circ}$ |  | -0.7 | -3.4 | 5.2 | 4.4 | -0.0 | 0.0 | -12.3 | -11.2 | 6.8 | -6.9 |
| $\Delta E_{3}$ | CA | -8.6 | 3.4 | -1.3 | 1.6 | -2.2 | 0.0 | -9.5 | -8.5 | 8.2 | -19.8 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -8.2 | 3.1 | -0.5 | 1.4 | -2.1 | 0.0 | -10.0 | -8.9 | 9.1 | -18.6 |
| $\Delta G_{3}^{\circ}$ |  | -9.2 | 4.4 | -8.7 | 1.8 | -3.4 | 0.0 | -7.6 | -6.9 | 6.7 | -22.3 |
| $\Delta E_{3}$ | MM | 28.3 | 5.9 | -0.4 | 20.7 | 53.7 | 0.0 | -9.0 | -1.3 | 33.5 | 7.2 |
| $\Delta E_{3(\text { ZPE })}$ |  | 30.2 | 4.8 | 2.1 | 22.2 | 53.8 | 0.0 | -8.9 | -1.7 | 35.5 | 9.0 |
| $\Delta G_{3}^{\circ}$ |  | 23.3 | 8.3 | -5.1 | 16.9 | 54.3 | 0.0 | -7.3 | 0.9 | 29.2 | 2.7 |
| $\Delta E_{4}$ | A | -8.6 | 24.3 | -14.7 | 5.1 | 9.8 | 20.6 | 12.4 | 7.5 | 26.6 | 14.5 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -7.2 | 27.6 | -14.4 | 7.0 | 9.2 | 19.1 | 13.2 | 7.7 | 26.0 | 14.9 |
| $\Delta G_{4}^{\circ}$ |  | -12.8 | 15.1 | -18.4 | 1.7 | 13.9 | 24.5 | 6.9 | 5.3 | 27.4 | 14.8 |
| $\Delta E_{4}$ | G | -28.7 | -0.4 | 50.5 | -9.9 | 4.6 | 23.8 | 19.6 | 9.2 | 15.9 | 16.3 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -30.2 | 0.0 | 53.1 | -10.3 | 4.5 | 23.9 | 20.8 | 10.3 | 16.1 | 16.6 |
| $\Delta G_{4}^{\circ}$ |  | -21.5 | 2.1 | 42.7 | -4.4 | 4.1 | 22.1 | 9.5 | 2.8 | 16.0 | 15.2 |
| $\Delta E_{4}$ | C | -9.4 | -8.3 | -17.2 | -11.8 | -18.9 | 14.3 | 43.9 | 5.9 | 30.5 | 22.1 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -6.1 | -10.5 | -17.0 | -11.3 | -19.7 | 15.0 | 45.2 | 5.9 | 31.2 | 22.3 |
| $\Delta G_{4}^{\circ}$ |  | -18.0 | 1.0 | -18.4 | -10.3 | -20.8 | 11.5 | 38.1 | 5.7 | 29.2 | 22.2 |
| $\Delta E_{4}$ | T | -34.7 | -5.0 | -18.4 | -10.2 | -2.4 | 20.2 | 40.2 | 17.3 | 32.5 | 27.4 |
| $\left.\Delta E_{4(\text { ZPE }}\right)$ |  | -33.7 | -7.1 | -18.8 | -10.4 | -2.9 | 20.0 | 41.5 | 16.8 | 33.4 | 26.3 |
| $\Delta G_{4}^{\circ}$ |  | -37.8 | 5.8 | -17.8 | -5.5 | -0.7 | 20.2 | 33.9 | 19.5 | 30.4 | 30.5 |
| $\Delta E_{4}$ | U | -38.6 | -21.2 | 28.2 | -11.8 | -2.5 | 14.4 | 38.9 | 20.6 | 23.8 | 24.9 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | -39.0 | -23.5 | 29.0 | -11.7 | -3.1 | 16.1 | 40.2 | 20.2 | 24.5 | 25.2 |
| $\Delta G_{4}^{\circ}$ |  | -38.3 | -13.3 | 27.5 | -8.7 | -1.0 | 8.5 | 32.6 | 22.3 | 22.5 | 25.1 |
| $\Delta E_{4}$ | TAP-C ${ }^{5}$ | -4.7 | -15.0 | -45.2 | -12.7 | 20.0 | 34.3 | 23.0 | 30.9 | -11.6 | 7.8 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -2.4 | -15.7 | -47.1 | -10.9 | 20.9 | 34.9 | 23.1 | 30.5 | -11.0 | 7.7 |
| $\Delta G_{4}^{\circ}$ |  | -13.7 | -9.7 | -42.1 | -16.3 | 22.4 | 32.5 | 20.6 | 31.0 | -12.5 | 9.5 |
| $\Delta E_{4}$ | TAP-N | 22.0 | -7.9 | -16.2 | -5.3 | 11.4 | -0.2 | 2.6 | 8.2 | 9.4 | 9.9 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 22.7 | -11.1 | -16.0 | -4.7 | 10.6 | -0.5 | 2.5 | 7.9 | 10.5 | 10.2 |
| $\Delta G_{4}^{\circ}$ |  | 23.2 | 4.6 | -26.9 | -6.8 | 14.8 | 0.3 | 3.1 | 8.7 | 8.0 | 9.4 |
| $\Delta E_{4}$ | BA-C ${ }^{5}$ | -36.5 | 3.7 | -18.6 | 4.2 | -1.7 | 13.2 | 70.1 | 20.4 | 82.1 | 10.5 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | -38.3 | 5.0 | -17.9 | 6.2 | -2.1 | 12.7 | 69.5 | 20.2 | 82.5 | 11.8 |
| $\Delta G_{4}^{\circ}$ |  | -33.3 | -0.7 | -21.0 | 1.1 | -1.1 | 13.8 | 68.7 | 20.8 | 82.1 | 6.8 |
| $\Delta E_{4}$ | BA-N | -71.2 | 16.5 | -88.9 | -1.4 | 38.3 | 17.8 | 4.6 | 14.5 | -10.3 | -5.0 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | -74.5 | 19.1 | -90.6 | 1.5 | 38.6 | 18.5 | 4.9 | 14.1 | -10.1 | -4.3 |
| $\Delta G_{4}^{\circ}$ |  | -59.3 | 12.2 | -79.5 | -7.8 | 36.3 | 14.1 | 4.1 | 16.3 | -10.6 | -5.8 |
| $\Delta E_{4}$ | CA | -17.3 | 13.5 | -11.1 | -4.7 | 43.9 | 22.0 | 3.0 | 14.6 | -12.6 | 3.4 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | -19.9 | 16.2 | -11.8 | -2.8 | 44.2 | 22.8 | 3.4 | 14.6 | -11.5 | 5.0 |
| $\Delta G_{4}^{\circ}$ |  | -7.5 | 7.0 | -4.2 | -8.0 | 42.8 | 18.8 | 2.2 | 15.9 | -14.3 | -1.8 |
| $\Delta E_{4}$ | MM | -46.9 | -10.1 | 2.3 | -17.6 | -4.5 | -2.7 | 12.6 | 7.7 | 18.2 | 12.0 |
| $\left.\Delta E_{4(\text { ZPE }}\right)$ |  | -47.1 | -12.9 | 2.0 | -20.0 | -4.6 | 0.8 | 14.6 | 7.8 | 19.3 | 12.4 |
| $\Delta G_{4}^{\circ}$ |  | -45.3 | 2.7 | 3.4 | -6.7 | -3.1 | -13.7 | 4.6 | 7.9 | 16.0 | 11.0 |
| $\Delta E_{5}$ | A | -9.8 | 16.6 | -14.7 | 11.5 | 38.4 | 16.6 | -4.5 | 2.6 | 25.7 | 10.5 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -8.0 | 17.9 | -14.4 | 13.2 | 38.5 | 16.7 | -3.5 | 2.7 | 26.5 | 12.6 |
| $\Delta G_{5}^{\circ}$ |  | -19.1 | 13.8 | -18.4 | 7.0 | 39.6 | 14.4 | -9.0 | 3.0 | 23.8 | 3.9 |
| $\Delta E_{5}$ | G | -31.2 | -1.0 | -1.6 | -5.4 | 37.1 | 17.2 | 7.5 | 1.6 | -10.2 | 17.0 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -31.8 | -0.6 | -0.4 | -5.9 | 37.5 | 17.5 | 8.7 | 3.0 | -9.1 | 18.9 |
| $\Delta G_{5}^{\circ}$ |  | -24.8 | 1.6 | -2.2 | 0.7 | 38.0 | 14.6 | -0.4 | -4.8 | -13.2 | 10.8 |
| $\Delta E_{5}$ | C | -44.9 | -0.2 | -27.5 | -4.6 | 23.6 | 15.6 | 9.7 | -5.7 | 7.7 | 10.2 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -43.9 | -3.0 | -27.5 | -3.8 | 22.8 | 15.4 | 10.9 | -5.7 | 9.0 | 11.5 |
| $\Delta G_{5}^{\circ}$ |  | -48.0 | 10.5 | -27.9 | -3.2 | 23.4 | 14.1 | 4.7 | -5.9 | 4.5 | 5.9 |
| $\Delta E_{5}$ | T | -22.4 | -7.1 | -27.1 | -10.0 | 43.2 | 14.5 | 7.7 | 7.5 | 2.2 | 14.1 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -21.3 | -8.6 | -27.4 | -9.3 | 42.7 | 16.3 | 8.8 | 7.4 | 3.3 | 18.2 |
| $\Delta G_{5}^{\circ}$ |  | -24.0 | 0.8 | -27.3 | -9.9 | 46.4 | 10.0 | 3.1 | 8.5 | -0.6 | 5.1 |


|  |  | $\underline{\text { 2dRibf }}{ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | $\underline{\text { Rib }}{ }^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{5}$ | U | -16.4 | -3.5 | 24.2 | -10.3 | 43.4 | 14.4 | 12.1 | 7.4 | 2.6 | 17.7 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -16.6 | -3.8 | 24.5 | -9.9 | 43.0 | 16.1 | 13.2 | 7.3 | 3.8 | 21.2 |
| $\Delta G_{5}^{\circ}$ |  | -15.5 | -2.2 | 27.2 | -8.3 | 46.4 | 8.5 | 6.4 | 8.7 | -0.3 | 10.3 |
| $\Delta E_{5}$ | TAP-C ${ }^{5}$ | 8.6 | -15.0 | -45.3 | -8.1 | 20.0 | 34.3 | -1.5 | 6.9 | 11.3 | 11.1 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 11.0 | -15.7 | -47.3 | -7.1 | 20.9 | 34.9 | -0.9 | 6.9 | 13.8 | 14.6 |
| $\Delta G_{5}^{\circ}$ |  | 1.8 | -9.7 | -42.2 | -10.3 | 22.4 | 32.5 | -4.1 | 7.3 | 6.1 | 4.9 |
| $\Delta E_{5}$ | TAP-N | 37.6 | -6.7 | 20.5 | -5.5 | 11.4 | 19.3 | -4.3 | 6.4 | 23.5 | 0.7 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 37.5 | -9.6 | 19.5 | -5.4 | 10.6 | 20.3 | -4.4 | 6.0 | 26.0 | 1.9 |
| $\Delta G_{5}^{\circ}$ |  | 39.3 | 3.7 | 23.4 | -6.6 | 14.8 | 16.6 | -2.4 | 9.1 | 17.5 | -2.2 |
| $\Delta E_{5}$ | BA-C ${ }^{5}$ | -8.5 | 6.4 | -17.0 | 3.8 | -1.7 | 13.2 | 41.4 | 3.5 | 50.1 | 6.3 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -7.9 | 7.6 | -16.4 | 3.3 | -2.1 | 12.7 | 41.0 | 3.9 | 51.3 | 9.9 |
| $\Delta G_{5}^{\circ}$ |  | -15.0 | 2.3 | -18.7 | 7.7 | -1.1 | 13.8 | 41.7 | 3.0 | 46.5 | -5.2 |
| $\Delta E_{5}$ | BA-N | -68.2 | 7.5 | -81.9 | 1.9 | 38.3 | 17.8 | -9.5 | 2.6 | -0.7 | -3.9 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -70.1 | 8.1 | -83.4 | 4.4 | 38.6 | 18.6 | -9.5 | 2.3 | 0.8 | -0.0 |
| $\Delta G_{5}^{\circ}$ |  | -60.0 | 8.8 | -74.4 | -3.4 | 36.3 | 14.1 | -8.2 | 5.1 | -3.8 | -12.7 |
| $\Delta E_{5}$ | CA | -25.9 | 16.9 | -12.4 | -3.1 | 41.7 | 22.0 | -6.4 | 6.1 | -4.4 | -16.4 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -28.1 | 19.3 | -12.3 | -1.4 | 42.2 | 22.8 | -6.6 | 5.7 | -2.3 | -13.6 |
| $\Delta G_{5}^{\circ}$ |  | -16.7 | 11.3 | -12.9 | -6.2 | 39.4 | 18.8 | -5.4 | 9.0 | -7.6 | -24.1 |
| $\Delta E_{5}$ | MM | -18.6 | -4.2 | 2.0 | 3.1 | 49.2 | -2.7 | 3.6 | 6.5 | 51.6 | 19.3 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -16.9 | -8.1 | 4.0 | 2.2 | 49.2 | 0.8 | 5.6 | 6.1 | 54.8 | 21.4 |
| $\Delta G_{5}^{\circ}$ |  | -22.0 | 11.0 | -1.8 | 10.3 | 51.3 | -13.7 | -2.7 | 8.8 | 45.2 | 13.6 |
| $\Delta E_{6}$ | A | -22.7 | -4.3 | 6.9 | -5.0 | 26.8 | -21.3 | -9.9 | 15.9 | 1.9 | 13.8 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | -23.2 | -4.8 | 7.4 | -7.0 | 28.2 | -19.9 | -10.7 | 13.8 | 2.4 | 14.7 |
| $\Delta G_{6}^{\circ}$ |  | -22.4 | -3.1 | 5.9 | -1.1 | 25.5 | -25.1 | -7.5 | 22.9 | 2.4 | 9.4 |
| $\Delta E_{6}$ | G | 27.2 | 0.4 | -8.5 | 9.9 | -5.4 | -9.0 | 4.5 | 23.0 | 8.7 | -4.4 |
| $\Delta E_{6(\text { (ZPE })}$ |  | 28.5 | -0.0 | -8.8 | 10.3 | -5.5 | -9.0 | 2.8 | 23.4 | 8.8 | -6.8 |
| $\Delta G_{6}^{\circ}$ |  | 20.7 | -2.1 | -6.7 | 4.4 | -4.1 | -3.4 | 16.0 | 23.0 | 9.7 | 4.3 |
| $\Delta E_{6}$ | C | 8.5 | -8.2 | 18.0 | 11.8 | 14.8 | -17.7 | -35.4 | 21.7 | 4.3 | 17.4 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | 6.6 | -9.9 | 18.2 | 11.3 | 14.4 | -18.3 | -36.4 | 21.8 | 3.9 | 17.6 |
| $\Delta G_{6}^{\circ}$ |  | 13.1 | -6.5 | 16.2 | 10.3 | 17.4 | -14.8 | -31.6 | 19.9 | 5.0 | 13.0 |
|  | T | 37.1 | -7.1 | 7.0 | 1.6 | 11.8 | -20.8 | -31.5 | 27.0 | 32.2 | 18.8 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 37.9 | -8.3 | 8.4 | 0.4 | 11.5 | -20.8 | -32.4 | 27.4 | 32.4 | 21.4 |
| $\Delta G_{6}^{\circ}$ |  | 33.2 | -6.6 | 2.7 | 1.3 | 13.8 | -20.4 | -27.0 | 25.2 | 32.2 | 10.6 |
| $\Delta E_{6}$ | U | 44.2 | 9.6 | 6.6 | 11.8 | 11.5 | -17.7 | -31.4 | 25.6 | 40.9 | 19.7 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 45.2 | 8.7 | 7.2 | 11.7 | 11.3 | -19.4 | -32.4 | 26.4 | 41.2 | 19.7 |
| $\Delta G_{6}^{\circ}$ |  | 40.1 | 12.1 | 7.8 | 8.7 | 13.7 | -11.1 | -27.0 | 22.2 | 39.9 | 19.6 |
| $\Delta E_{6}$ | TAP-C ${ }^{5}$ | 14.3 | 13.0 | 29.4 | 7.7 | 30.9 | -5.9 | 66.4 | 24.9 | 20.8 | 42.6 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 12.2 | 14.8 | 28.1 | 6.5 | 30.2 | -5.7 | 66.9 | 24.3 | 20.0 | 43.6 |
| $\Delta G_{6}^{\circ}$ |  | 21.0 | 6.8 | 34.0 | 10.1 | 31.3 | -6.5 | 65.3 | 24.4 | 21.5 | 38.3 |
| $\Delta E_{6}$ | TAP-N | -20.3 | 7.9 | -1.4 | 4.1 | 15.3 | -2.9 | -12.0 | -1.6 | -16.3 | 19.9 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | -21.1 | 11.1 | -1.9 | 2.2 | 15.4 | -2.7 | -12.9 | -2.4 | -16.0 | 20.6 |
| $\Delta G_{6}^{\circ}$ |  | -21.6 | -4.6 | 6.1 | 7.1 | 17.5 | -3.0 | -8.3 | 1.9 | -17.7 | 18.4 |
| $\Delta E_{6}$ | BA-C ${ }^{5}$ | 16.3 | -21.7 | -3.1 | -9.5 | 1.7 | -16.9 | 2.2 | 18.5 | 2.9 | 19.2 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 16.3 | -25.7 | -3.5 | -13.6 | 2.1 | -16.3 | 1.8 | 18.5 | 2.4 | 20.4 |
| $\Delta G_{6}^{\circ}$ |  | 17.1 | -11.5 | -0.6 | 1.3 | 1.1 | -18.5 | 5.2 | 16.5 | 3.8 | 15.0 |
| $\Delta E_{6}$ | BA-N | 71.1 | -16.2 | 48.3 | 1.4 | -38.4 | 2.0 | 24.4 | 17.9 | 32.5 | 12.7 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 74.6 | -19.4 | 49.9 | -1.5 | -39.0 | 1.3 | 24.1 | 18.4 | 32.8 | 12.2 |
| $\Delta G_{6}^{\circ}$ |  | 57.2 | -8.0 | 40.6 | 7.8 | -35.2 | 6.4 | 27.2 | 16.8 | 31.0 | 13.7 |
| $\Delta E_{6}$ | CA | 17.3 | -13.5 | -3.3 | 4.7 | -45.2 | -25.4 | 13.3 | 23.8 | 30.2 | 21.1 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | 19.9 | -16.2 | -2.8 | 2.8 | -45.7 | -26.2 | 12.5 | 24.1 | 29.8 | 22.2 |
| $\Delta G_{6}^{\circ}$ |  | 7.5 | -6.9 | -9.2 | 8.0 | -43.2 | -21.3 | 17.0 | 22.4 | 29.0 | 17.4 |
| $\Delta E_{6}$ | MM | 46.9 | 8.0 | 32.5 | 14.2 | -1.6 | 11.1 | 17.2 | 38.4 | 18.8 | 26.9 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | 47.1 | 9.0 | 34.0 | 18.0 | -3.8 | 9.0 | 13.5 | 38.3 | 18.3 | 28.5 |
| $\Delta G_{6}^{\circ}$ |  | 45.3 | 1.0 | 25.5 | -0.3 | 7.0 | 18.5 | 30.2 | 39.2 | 19.8 | 22.6 |


|  |  | $\underline{\text { 2dRibf }}{ }^{(4)}$ |  | $\underline{\text { Ribf }}{ }^{(5)}$ |  | $\underline{\text { Tho }}{ }^{(6)}$ |  | $\underline{\mathbf{2 d R i b}}{ }^{(7)}$ |  | $\underline{\mathbf{R i b}^{(8)}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
|  |  | HAsO3 ${ }^{-}$ |  |  |  |  |  |  |  |  |  |
| $\Delta E_{1}$ | A | -21.5 | 7.4 | -13.8 | 2.9 | 28.7 | -3.7 | -21.5 | 7.4 | 25.3 | 25.2 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -20.2 | 7.2 | -13.5 | 2.7 | 29.5 | -3.8 | -20.2 | 7.2 | 25.0 | 23.9 |
| $\Delta G_{1}^{\circ}$ |  | -27.2 | 7.7 | -13.1 | 5.3 | 28.4 | -3.7 | -27.2 | 7.7 | 27.4 | 29.4 |
| $\Delta E_{1}$ | G | 0.0 | 5.6 | 58.7 | 0.0 | -3.1 | 14.0 | 0.0 | 5.6 | 26.3 | 7.4 |
| $\Delta E_{1 \text { (ZPE) }}$ |  | 0.0 | 7.0 | 61.8 | 0.0 | -3.5 | 12.9 | 0.0 | 7.0 | 27.6 | 5.9 |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | 1.8 | 46.3 | 0.0 | -1.3 | 17.9 | 0.0 | 1.8 | 25.7 | 15.3 |
| $\Delta E_{1}$ | C | 0.0 | -9.7 | 2.4 | 0.0 | -0.6 | 0.0 | 0.0 | -9.7 | 33.8 | 33.5 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 0.0 | -11.8 | 4.8 | 0.0 | -1.3 | -0.0 | 0.0 | -11.8 | 34.3 | 32.4 |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | -4.2 | -5.8 | 0.0 | 1.9 | 0.0 | 0.0 | -4.2 | 33.8 | 35.7 |
| $\Delta E_{1}$ | T | 0.0 | -5.8 | 40.4 | 2.2 | -2.4 | 0.0 | 0.0 | -5.8 | 58.5 | 41.8 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 0.0 | -7.8 | 41.5 | 2.9 | -3.1 | 0.0 | 0.0 | -7.8 | 59.2 | 41.7 |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | 2.7 | 39.3 | 0.4 | -0.6 | -0.0 | 0.0 | 2.7 | 57.0 | 42.2 |
| $\Delta E_{1}$ | U | 0.0 | 12.3 | 35.2 | 7.4 | 6.2 | 0.0 | 0.0 | 12.3 | 58.5 | 41.1 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 0.0 | 12.2 | 36.3 | 7.8 | 5.1 | 0.0 | 0.0 | 12.2 | 59.1 | 41.6 |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | 13.1 | 34.1 | 6.8 | 11.0 | -0.0 | 0.0 | 13.1 | 57.1 | 41.2 |
| $\Delta E_{1}$ | TAP-C ${ }^{5}$ | 3.2 | -6.2 | -17.4 | -19.0 | 53.6 | 32.5 | 3.2 | -6.2 | 13.7 | 34.9 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 3.8 | -5.2 | -17.0 | -21.8 | 53.4 | 31.0 | 3.8 | -5.2 | 14.8 | 35.8 |
| $\Delta G_{1}^{\circ}$ |  | 2.3 | -8.0 | -21.5 | -11.6 | 58.0 | 38.7 | 2.3 | -8.0 | 10.1 | 33.0 |
| $\Delta E_{1}$ | TAP-N | -5.0 | 1.3 | -30.3 | 8.8 | 30.9 | -3.6 | -5.0 | 1.3 | -4.1 | 23.4 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -5.9 | 1.2 | -29.7 | 10.8 | 30.7 | -3.8 | -5.9 | 1.2 | -2.4 | 26.1 |
| $\Delta G_{1}^{\circ}$ |  | -1.5 | 0.3 | -36.9 | -3.2 | 36.4 | -2.8 | -1.5 | 0.3 | -7.2 | 17.9 |
| $\Delta E_{1}$ | BA-C ${ }^{5}$ | 25.5 | 1.5 | 0.7 | 10.5 | 0.0 | -0.0 | 25.5 | 1.5 | 88.7 | 17.0 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 24.1 | -0.1 | 0.2 | 12.2 | 0.0 | 0.0 | 24.1 | -0.1 | 88.8 | 16.0 |
| $\Delta G_{1}^{\circ}$ |  | 24.3 | 4.5 | 3.5 | 5.3 | 0.0 | -0.1 | 24.3 | 4.5 | 89.0 | 18.1 |
| $\Delta E_{1}$ | BA-N | 0.0 | -0.3 | -121.8 | 6.4 | -2.5 | 18.7 | 0.0 | -0.3 | 19.7 | 10.6 |
| $\Delta E_{1(\text { (ZPE })}$ |  | 0.0 | -0.3 | -121.0 | 7.6 | -3.0 | 18.7 | 0.0 | -0.3 | 20.1 | 10.5 |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | -0.2 | -127.7 | 3.3 | -0.6 | 19.2 | 0.0 | -0.2 | 18.4 | 11.4 |
| $\Delta E_{1}$ | CA | 0.0 | 0.0 | -20.7 | 8.4 | -3.6 | 0.0 | 0.0 | 0.0 | 15.2 | 30.2 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 0.0 | 0.1 | -24.4 | 9.4 | -4.1 | 0.0 | 0.0 | 0.0 | 15.8 | 28.8 |
| $\Delta G_{1}^{\circ}$ |  | 0.0 | 1.5 | -4.4 | 5.7 | -1.9 | 0.0 | 0.0 | 0.0 | 13.2 | 34.5 |
| $\Delta E_{1}$ | MM | 0.0 | -7.7 | 39.2 | -10.8 | -7.4 | -8.8 | 0.0 | -7.7 | 38.1 | 37.0 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 0.0 | -8.4 | 38.9 | -6.8 | -9.6 | -7.3 | 0.0 | -8.4 | 38.8 | 37.4 |
| $\Delta G_{1}^{\circ}$ |  | -0.0 | -9.4 | 36.8 | -23.4 | 3.6 | -15.4 | -0.0 | -9.4 | 36.8 | 35.3 |
| $\Delta E_{2}$ | A | 19.2 | 17.0 | -4.2 | 0.8 | 0.4 | 15.4 | 19.2 | 17.0 | 3.6 | -15.1 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 19.7 | 17.6 | -5.1 | 3.0 | 0.1 | 14.8 | 19.7 | 17.6 | 4.1 | -14.2 |
| $\Delta G_{2}^{\circ}$ |  | 15.5 | 16.8 | 0.1 | -6.2 | -1.3 | 17.2 | 15.5 | 16.8 | 1.2 | -19.8 |
|  | G | -30.0 | -9.8 | -44.4 | -9.2 | 37.3 | -3.8 | -30.0 | -9.8 | -26.1 | 6.6 |
| $\Delta E_{2(\text { ZPE })}$ |  | -29.8 | -12.5 | -45.0 | -10.1 | 38.1 | -0.7 | -29.8 | -12.5 | -25.9 | 8.7 |
| $\Delta G_{2}^{\circ}$ |  | -26.1 | 0.6 | -36.5 | -1.3 | 38.0 | -14.9 | -26.1 | 0.6 | -31.0 | -0.9 |
| $\Delta E_{2}$ | C | -17.3 | 17.5 | -34.2 | 3.1 | 31.1 | 13.5 | -17.3 | 17.5 | -17.5 | -23.4 |
| $\Delta E_{2(\text { ZPE })}$ |  | -16.1 | 18.0 | -34.9 | 5.4 | 31.7 | 13.3 | -16.1 | 18.0 | -17.3 | -22.1 |
| $\Delta G_{2}^{\circ}$ |  | -20.4 | 17.6 | -30.8 | -1.0 | 29.2 | 12.5 | -20.4 | 17.6 | -20.6 | -25.3 |
| $\Delta E_{2}$ | T | -23.5 | 7.5 | -25.0 | -2.0 | 37.6 | 12.4 | -23.5 | 7.5 | -48.2 | -25.2 |
| $\Delta E_{2(\text { (ZPE })}$ |  | -22.7 | 6.9 | -26.3 | -1.5 | 38.3 | 14.2 | -22.7 | 6.9 | -48.2 | -22.8 |
| $\Delta G_{2}^{\circ}$ |  | -25.1 | 10.8 | -19.1 | -1.1 | 35.9 | 7.9 | -25.1 | 10.8 | -50.1 | -28.7 |
| $\Delta E_{2}$ | U | -28.4 | -9.5 | -21.7 | -8.9 | 38.3 | 12.4 | -28.4 | -9.5 | -47.9 | -24.8 |
| $\Delta E_{2(\text { (ZPE })}$ |  | -27.3 | -9.8 | -23.0 | -7.8 | 39.0 | 14.1 | -27.3 | -9.8 | -47.8 | -23.2 |
| $\Delta G_{2}^{\circ}$ |  | -33.2 | -9.1 | -15.4 | -10.2 | 36.9 | 8.2 | -33.2 | -9.1 | -50.2 | -27.7 |
| $\Delta E_{2}$ | TAP-C5 | -6.5 | -1.3 | -26.5 | 5.0 | -31.8 | -8.3 | -6.5 | -1.3 | -3.2 | -32.1 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -5.0 | -2.1 | -26.4 | 9.0 | -30.8 | -5.6 | -5.0 | -2.1 | -0.6 | -29.8 |
| $\Delta G_{2}^{\circ}$ |  | -12.6 | 0.4 | -28.5 | -7.8 | -32.5 | -11.0 | -12.6 | 0.4 | -5.9 | -34.9 |
| $\Delta E_{2}$ | TAP-N | 23.4 | -8.7 | 43.9 | -6.2 | -21.5 | 34.4 | 23.4 | -8.7 | 27.7 | -27.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 24.6 | -10.4 | 43.7 | -7.9 | -22.2 | 35.4 | 24.6 | -10.4 | 28.8 | -26.7 |
| $\Delta G_{2}^{\circ}$ |  | 19.9 | -4.5 | 49.4 | 2.0 | -22.4 | 33.5 | 19.9 | -4.5 | 25.0 | -27.9 |


|  |  | $\underline{\text { 2dRibf }}{ }^{(4)}$ |  | $\underline{\text { Ribf }}{ }^{(5)}$ |  | $\underline{\text { Tho }}{ }^{(6)}$ |  | $\underline{\mathbf{2 d R i b}}{ }^{(7)}$ |  | $\underline{\mathbf{R i b}^{(8)}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{2}$ | BA-C ${ }^{5}$ | -42.7 | 2.4 | -12.2 | 1.3 | -3.8 | 20.1 | -42.7 | 2.4 | -34.9 | -18.5 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -42.7 | 4.2 | -13.0 | 1.8 | -4.1 | 17.1 | -42.7 | 4.2 | -33.5 | -17.5 |
| $\Delta G_{2}^{\circ}$ |  | -39.9 | 0.4 | -12.0 | 2.1 | -2.9 | 28.9 | -39.9 | 0.4 | -37.6 | -19.1 |
| $\Delta E_{2}$ | BA-N | -54.8 | 9.0 | 35.7 | -1.6 | 41.2 | 3.1 | -54.8 | 9.0 | -23.0 | -16.9 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -57.1 | 9.5 | 35.9 | -1.1 | 41.6 | 2.1 | -57.1 | 9.5 | -21.9 | -14.2 |
| $\Delta G_{2}^{\circ}$ |  | -45.3 | 9.5 | 40.0 | 0.1 | 39.9 | 3.9 | -45.3 | 9.5 | -23.9 | -22.5 |
| $\Delta E_{2}$ | CA | -11.0 | 12.4 | -18.2 | -11.3 | 44.6 | 27.5 | -11.0 | 12.4 | -17.3 | -27.9 |
| $\Delta E_{2(\text { ZPE })}$ |  | -11.7 | 13.3 | -17.8 | -11.1 | 45.1 | 26.4 | -11.7 | 13.3 | -15.8 | -27.2 |
| $\Delta G_{2}^{\circ}$ |  | -8.4 | 10.5 | -19.0 | -9.6 | 43.6 | 29.5 | -8.4 | 10.5 | -18.2 | -31.0 |
| $\Delta E_{2}$ | MM | -9.0 | -3.0 | -25.0 | 17.8 | 53.3 | 12.7 | -9.0 | -3.0 | -36.7 | -20.5 |
| $\Delta E_{2(\text { ZPE })}$ |  | -8.9 | -5.5 | -22.5 | 17.2 | 55.2 | 13.0 | -8.9 | -5.5 | -35.5 | -20.6 |
| $\Delta G_{2}^{\circ}$ |  | -7.6 | 7.9 | -27.1 | 24.5 | 45.7 | 13.8 | -7.6 | 7.9 | -40.9 | -19.2 |
| $\Delta E_{3}$ | A | 17.8 | 6.9 | 2.8 | 5.0 | 32.2 | -7.5 | 17.8 | 6.9 | 2.2 | -10.3 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 18.3 | 5.8 | 2.4 | 4.6 | 33.5 | -6.7 | 18.3 | 5.8 | 2.1 | -9.3 |
| $\Delta G_{3}^{\circ}$ |  | 13.5 | 12.8 | 6.7 | 8.1 | 27.4 | -9.0 | 13.5 | 12.8 | 1.9 | -13.4 |
| $\Delta E_{3}$ | G | -3.6 | -7.6 | -46.5 | -13.4 | 29.5 | 2.2 | -3.6 | -7.6 | -19.1 | -2.5 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -2.3 | -9.5 | -46.8 | -16.2 | 29.9 | 3.3 | -2.3 | -9.5 | -19.0 | -2.4 |
| $\Delta G_{3}^{\circ}$ |  | -7.5 | -0.8 | -38.8 | -6.8 | 33.6 | -0.9 | -7.5 | -0.8 | -22.5 | -3.0 |
| $\Delta E_{3}$ | C | -14.4 | 17.7 | -9.4 | 9.5 | 42.8 | 11.2 | -14.4 | 17.7 | -25.8 | -12.9 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -16.3 | 17.7 | -8.4 | 11.6 | 43.0 | 12.3 | -16.3 | 17.7 | -25.8 | -13.8 |
| $\Delta G_{3}^{\circ}$ |  | -9.2 | 17.7 | -14.0 | 2.9 | 44.6 | 7.9 | -9.2 | 17.7 | -27.7 | -11.7 |
| $\Delta E_{3}$ | T | 5.5 | 3.9 | -11.5 | 3.0 | 46.4 | -5.9 | 5.5 | 3.9 | -8.8 | -11.8 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 5.2 | 2.0 | -10.9 | 2.6 | 46.6 | -3.6 | 5.2 | 2.0 | -8.1 | -8.7 |
| $\Delta G_{3}^{\circ}$ |  | 7.6 | 11.8 | -12.7 | 6.7 | 49.4 | -11.7 | 7.6 | 11.8 | -12.1 | -17.2 |
| $\Delta E_{3}$ | U | 6.8 | -9.3 | -10.1 | 3.3 | 47.0 | 0.0 | 6.8 | -9.3 | -8.7 | -13.5 |
| $\Delta E_{3(\text { ZPE })}$ |  | 6.9 | -9.1 | -10.9 | 2.8 | 47.3 | 0.0 | 6.9 | -9.1 | -7.9 | -10.5 |
| $\Delta G_{3}^{\circ}$ |  | 6.4 | -13.0 | -4.8 | 8.2 | 48.8 | 0.0 | 6.4 | -13.0 | -12.0 | -19.6 |
| $\Delta E_{3}$ | TAP-C ${ }^{5}$ | -2.0 | -4.2 | 0.4 | 5.4 | 0.0 | -9.0 | -2.0 | -4.2 | 17.2 | 3.4 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -2.2 | -6.3 | 0.1 | 5.2 | 0.0 | -9.5 | -2.2 | -6.3 | 18.9 | 4.5 |
| $\Delta G_{3}^{\circ}$ |  | 0.9 | 2.7 | 1.3 | 4.3 | 0.0 | -5.9 | 0.9 | 2.7 | 14.4 | 2.6 |
| $\Delta E_{3}$ | TAP-N | -5.3 | 6.3 | 1.1 | -4.7 | 0.0 | 31.3 | -5.3 | 6.3 | 10.0 | -10.1 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -5.2 | 6.1 | -0.1 | -7.9 | 0.0 | 32.4 | -5.2 | 6.1 | 11.2 | -8.9 |
| $\Delta G_{3}^{\circ}$ |  | -6.9 | 6.8 | 4.5 | 7.0 | 0.0 | 29.0 | -6.9 | 6.8 | 6.5 | -13.1 |
| $\Delta E_{3}$ | BA-C ${ }^{5}$ | -3.9 | -1.5 | -12.2 | 8.2 | 0.0 |  | -3.9 | -1.5 | -36.3 | -5.9 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -4.2 | -1.4 | -13.6 | 8.1 | 0.0 | 0.0 | -4.2 | -1.4 | -35.4 | -5.4 |
| $\Delta G_{3}^{\circ}$ |  | -3.3 | 0.3 | -9.7 | 8.6 | 0.0 | 0.0 | -3.3 | 0.3 | -37.3 | -5.7 |
| $\Delta E_{3}$ | BA-N | 16.5 | 6.4 | 4.6 | 6.2 | 0.0 | 0.0 | 16.5 | 6.4 | 6.4 | -1.8 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 17.5 | 7.0 | 4.8 | 5.8 | 0.0 | 0.0 | 17.5 | 7.0 | 7.8 | -0.6 |
| $\Delta G_{3}^{\circ}$ |  | 13.5 | 5.2 | 2.8 | 8.2 | 0.0 | 0.0 | 13.5 | 5.2 | 4.3 | -4.0 |
| $\Delta E_{3}$ | CA | 9.5 | 1.3 | -4.8 | -4.6 | 0.0 | 0.0 | 9.5 | 1.3 | 5.6 | -7.9 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 9.3 | 1.2 | -4.7 | -5.2 | 0.0 | 0.0 | 9.3 | 1.2 | 6.1 | -8.2 |
| $\Delta G_{3}^{\circ}$ |  | 11.1 | 1.2 | -5.2 | -2.9 | 0.0 | 0.0 | 11.1 | 1.2 | 5.3 | -8.5 |
| $\Delta E_{3}$ | MM | -1.8 | 0.8 | 5.8 | 17.3 | 51.1 | 0.0 | -1.8 | 0.8 | -16.3 | -0.6 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -2.9 | -1.5 | 8.2 | 17.7 | 51.6 | 0.0 | -2.9 | -1.5 | -14.7 | 0.6 |
| $\Delta G_{3}^{\circ}$ |  | 1.7 | 12.2 | 0.9 | 18.3 | 51.2 | 0.0 | 1.7 | 12.2 | -21.2 | -2.0 |
| $\Delta E_{4}$ | A | -20.1 | 17.5 | -20.8 | -1.3 | -3.1 | 19.3 | -20.1 | 17.5 | 26.8 | 20.3 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | -18.8 | 19.1 | -21.0 | 1.1 | -3.8 | 17.6 | -18.8 | 19.1 | 27.1 | 19.1 |
| $\Delta G_{4}^{\circ}$ |  | -25.2 | 11.7 | -19.7 | -9.0 | -0.4 | 22.6 | -25.2 | 11.7 | 26.6 | 22.9 |
| $\Delta E_{4}$ | G | -26.3 | 3.4 | 60.9 | 4.2 | 4.7 | 8.1 | -26.3 | 3.4 | 19.3 | 16.5 |
| $\Delta E_{4(\text { (ZPE })}$ |  | -27.5 | 4.0 | 63.5 | 6.0 | 4.6 | 8.9 | -27.5 | 4.0 | 20.7 | 17.1 |
| $\Delta G_{4}^{\circ}$ |  | -18.6 | 3.2 | 48.5 | 5.5 | 3.1 | 3.9 | -18.6 | 3.2 | 17.3 | 17.5 |
| $\Delta E_{4}$ | C | -2.9 | -9.8 | -22.4 | -6.4 | -12.3 | 2.3 | -2.9 | -9.8 | 42.1 | 23.0 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 0.2 | -11.5 | -21.7 | -6.2 | -12.6 | 1.0 | 0.2 | -11.5 | 42.8 | 24.1 |
| $\Delta G_{4}^{\circ}$ |  | -11.2 | -4.3 | -22.7 | -3.9 | -13.4 | 4.6 | -11.2 | -4.3 | 41.0 | 22.1 |
| $\Delta E_{4}$ | T | -28.9 | -2.2 | 26.9 | -2.8 | -11.3 | 18.3 | -28.9 | -2.2 | 19.2 | 28.4 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | -27.9 | -2.9 | 26.1 | -1.1 | -11.4 | 17.8 | -27.9 | -2.9 | 19.1 | 27.5 |
| $\Delta G_{4}^{\circ}$ |  | -32.7 | 1.6 | 32.9 | -7.3 | -14.1 | 19.5 | -32.7 | 1.6 | 19.0 | 30.7 |


|  |  | $\underline{\text { 2dRibf }}{ }^{(4)}$ |  | $\underline{\text { Ribf }}{ }^{(5)}$ |  | $\underline{\text { Tho }}{ }^{(6)}$ |  | $\underline{\mathbf{2 d R i b}}{ }^{(7)}$ |  | $\underline{\text { Rib }}{ }^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{4}$ | U | -35.2 | 12.2 | 23.6 | -4.8 | -2.4 | 12.4 | -35.2 | 12.2 | 19.2 | 29.8 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -34.2 | 11.6 | 24.2 | -2.8 | -3.1 | 14.1 | -34.2 | 11.6 | 19.2 | 28.9 |
| $\Delta G_{4}^{\circ}$ |  | -39.5 | 17.0 | 23.6 | -11.6 | -1.0 | 8.1 | -39.5 | 17.0 | 18.8 | 33.1 |
| $\Delta E_{4}$ | TAP-C ${ }^{5}$ | -1.2 | -3.3 | -44.3 | -19.4 | 21.8 | 33.2 | -1.2 | -3.3 | -6.6 | -0.6 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | 1.1 | -1.1 | -43.5 | -18.0 | 22.6 | 34.9 | 1.1 | -1.1 | -4.6 | 1.4 |
| $\Delta G_{4}^{\circ}$ |  | -11.2 | -10.4 | -51.3 | -23.6 | 25.5 | 33.6 | -11.2 | -10.4 | -10.2 | -4.5 |
| $\Delta E_{4}$ | TAP-N | 23.7 | -13.7 | 12.5 | 7.3 | 9.4 | -0.5 | 23.7 | -13.7 | 13.6 | 6.3 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | 23.8 | -15.3 | 14.1 | 10.8 | 8.5 | -0.9 | 23.8 | -15.3 | 15.1 | 8.3 |
| $\Delta G_{4}^{\circ}$ |  | 25.3 | -11.1 | 8.0 | -8.2 | 14.0 | 1.7 | 25.3 | -11.1 | 11.3 | 3.0 |
| $\Delta E_{4}$ | BA-C ${ }^{5}$ | -13.2 | 5.4 | 0.7 | 3.6 | -3.8 | 20.1 | -13.2 | 5.4 | 90.1 | 4.4 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | -14.4 | 5.5 | 0.8 | 5.9 | -4.1 | 17.1 | -14.4 | 5.5 | 90.7 | 3.9 |
| $\Delta G_{4}^{\circ}$ |  | -12.3 | 4.5 | 1.2 | -1.2 | -2.9 | 28.8 | -12.3 | 4.5 | 88.7 | 4.7 |
| $\Delta E_{4}$ | BA-N | -71.3 | 2.3 | -90.8 | -1.4 | 38.7 | 21.8 | -71.3 | 2.3 | -9.7 | -4.5 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -74.6 | 2.2 | -89.9 | 0.8 | 38.6 | 20.7 | -74.6 | 2.2 | -9.5 | -3.0 |
| $\Delta G_{4}^{\circ}$ |  | -58.8 | 4.1 | -90.5 | -4.8 | 39.3 | 23.1 | -58.8 | 4.1 | -9.8 | -7.1 |
| $\Delta E_{4}$ | CA | -20.4 | 11.1 | -34.0 | 1.7 | 41.0 | 27.5 | -20.4 | 11.1 | -7.7 | 10.2 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -21.0 | 11.9 | -37.5 | 3.5 | 41.0 | 26.4 | -21.0 | 12.1 | -6.1 | 9.9 |
| $\Delta G_{4}^{\circ}$ |  | -19.5 | 10.8 | -18.2 | -1.0 | 41.7 | 29.5 | -19.5 | 9.3 | -10.3 | 12.1 |
| $\Delta E_{4}$ | MM | -7.2 | -11.5 | 8.4 | -10.3 | -5.2 | 3.8 | -7.2 | -11.5 | 17.8 | 17.1 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -6.0 | -12.5 | 8.2 | -7.2 | -6.0 | 5.7 | -6.0 | -12.5 | 18.0 | 16.2 |
| $\Delta G_{4}^{\circ}$ |  | -9.2 | -13.7 | 8.7 | -17.3 | -1.8 | -1.6 | -9.2 | -13.7 | 17.1 | 18.1 |
| $\Delta E_{5}$ | A | -2.3 | 24.4 | -18.0 | 3.7 | 29.1 | 11.8 | -2.3 | 24.4 | 29.0 | 10.1 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -0.5 | 24.8 | -18.6 | 5.6 | 29.7 | 10.9 | -0.5 | 24.8 | 29.2 | 9.8 |
| $\Delta G_{5}^{\circ}$ |  | -11.7 | 24.4 | -13.0 | -0.8 | 27.0 | 13.6 | -11.7 | 24.4 | 28.5 | 9.5 |
| $\Delta E_{5}$ | G | -30.0 | -4.2 | 14.3 | -9.2 | 34.2 | 10.2 | -30.0 | -4.2 | 0.2 | 14.0 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -29.8 | -5.5 | 16.7 | -10.1 | 34.5 | 12.2 | -29.8 | -5.5 | 1.7 | 14.6 |
| $\Delta G_{5}^{\circ}$ |  | -26.1 | 2.4 | 9.8 | -1.3 | 36.7 | 3.0 | -26.1 | 2.4 | -5.2 | 14.5 |
| $\Delta E_{5}$ | C | -17.3 | 7.8 | -31.8 | 3.1 | 30.5 | 13.5 | -17.3 | 7.8 | 16.3 | 10.1 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -16.1 | 6.2 | -30.1 | 5.4 | 30.4 | 13.3 | -16.1 | 6.2 | 17.0 | 10.3 |
| $\Delta G_{5}^{\circ}$ |  | -20.4 | 13.4 | -36.7 | -1.0 | 31.2 | 12.5 | -20.4 | 13.4 | 13.3 | 10.4 |
| $\Delta E_{5}$ | T | -23.5 | 1.6 | 15.4 | 0.2 | 35.2 | 12.4 | -23.5 | 1.6 | 10.4 | 16.6 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -22.7 | -0.9 | 15.2 | 1.4 | 35.2 | 14.2 | -22.7 | -0.9 | 11.0 | 18.8 |
| $\Delta G_{5}^{\circ}$ |  | -25.1 | 13.4 | 20.2 | -0.7 | 35.3 | 7.9 | -25.1 | 13.4 | 6.9 | 13.5 |
| $\Delta E_{5}$ | U | -28.4 | 2.8 | 13.5 | -1.5 | 44.5 | 12.4 | -28.4 | 2.8 | 10.6 | 16.4 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -27.3 | 2.5 | 13.2 | -0.0 | 44.2 | 14.1 | -27.3 | 2.5 | 11.3 | 18.4 |
| $\Delta G_{5}^{\circ}$ |  | -33.2 | 4.0 | 18.8 | -3.4 | 47.8 | 8.1 | -33.2 | 4.0 | 6.9 | 13.5 |
| $\Delta E_{5}$ | TAP-C ${ }^{5}$ | -3.2 | -7.5 | -43.9 | -14.0 | 21.8 | 24.2 | -3.2 | -7.5 | 10.6 | 2.8 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -1.2 | -7.4 | -43.4 | -12.8 | 22.6 | 25.4 | -1.2 | -7.4 | 14.3 | 6.0 |
| $\Delta G_{5}^{\circ}$ |  | -10.3 | -7.7 | -50.0 | -19.3 | 25.5 | 27.7 | -10.3 | -7.7 | 4.2 | -2.0 |
| $\Delta E_{5}$ | TAP-N | 18.4 | -7.3 | 13.7 | 2.6 | 9.4 | 30.9 | 18.4 | -7.3 | 23.6 | -3.7 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 18.7 | -9.2 | 14.0 | 2.9 | 8.5 | 31.6 | 18.7 | -9.2 | 26.3 | -0.6 |
| $\Delta G_{5}^{\circ}$ |  | 18.4 | -4.2 | 12.5 | -1.2 | 14.0 | 30.7 | 18.4 | -4.2 | 17.8 | -10.0 |
| $\Delta E_{5}$ | BA-C ${ }^{5}$ | -17.2 | 3.9 | -11.6 | 11.9 | -3.8 | 20.1 | -17.2 | 3.9 | 53.8 | -1.5 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -18.6 | 4.1 | -12.8 | 14.0 | -4.1 | 17.1 | -18.6 | 4.1 | 55.3 | -1.6 |
| $\Delta G_{5}^{\circ}$ |  | -15.6 | 4.8 | -8.5 | 7.4 | -2.9 | 28.8 | -15.6 | 4.8 | 51.3 | -1.0 |
| $\Delta E_{5}$ | BA-N | -54.8 | 8.7 | -86.2 | 4.8 | 38.7 | 21.8 | -54.8 | 8.7 | -3.3 | -6.3 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -57.1 | 9.2 | -85.1 | 6.5 | 38.6 | 20.7 | -57.1 | 9.2 | -1.7 | -3.7 |
| $\Delta G_{5}^{\circ}$ |  | -45.3 | 9.3 | -87.7 | 3.4 | 39.3 | 23.1 | -45.3 | 9.3 | -5.5 | -11.1 |
| $\Delta E_{5}$ | CA | -11.0 | 12.4 | -38.8 | -2.9 | 41.0 | 27.5 | -11.0 | 12.4 | -2.1 | 2.3 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -11.7 | 13.1 | -42.2 | -1.7 | 41.0 | 26.4 | -11.7 | 13.3 | -0.0 | 1.7 |
| $\Delta G_{5}^{\circ}$ |  | -8.4 | 12.0 | -23.4 | -3.9 | 41.7 | 29.5 | -8.4 | 10.5 | -5.0 | 3.6 |
| $\Delta E_{5}$ | MM | -9.0 | -10.8 | 14.2 | 7.0 | 45.9 | 3.8 | -9.0 | -10.8 | 1.5 | 16.5 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -8.9 | -13.9 | 16.4 | 10.5 | 45.6 | 5.7 | -8.9 | -13.9 | 3.3 | 16.8 |
| $\Delta G_{5}^{\circ}$ |  | -7.6 | -1.5 | 9.7 | 1.0 | 49.4 | -1.6 | -7.6 | -1.5 | -4.1 | 16.1 |
| $\Delta E_{6}$ | A | -1.5 | -10.1 | 7.1 | 4.2 | 31.8 | -23.0 | -1.5 | -10.1 | -1.4 | 4.8 |
| $\Delta E_{6(\mathrm{ZPE}}$ |  | -1.4 | -11.8 | 7.4 | 1.6 | 33.3 | -21.5 | -1.4 | -11.8 | -2.0 | 4.8 |
| $\Delta G_{6}^{\circ}$ |  | -2.0 | -4.0 | 6.5 | 14.3 | 28.8 | -26.2 | -2.0 | -4.0 | 0.8 | 6.4 |


|  |  | $\underline{\text { 2dRibf }}{ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | $\underline{R i b}^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{6}$ | G | 26.3 | 2.2 | -2.2 | -4.2 | -7.8 | 5.9 | 26.3 | 2.2 | 7.0 | -9.1 |
| $\Delta E_{\text {( }}$ (ZPE) |  | 27.5 | 3.0 | -1.8 | -6.0 | -8.2 | 4.0 | 27.5 | 3.0 | 6.9 | -11.2 |
| $\Delta G_{6}^{\circ}$ |  | 18.6 | -1.4 | -2.2 | -5.5 | -4.4 | 14.0 | 18.6 | -1.4 | 8.5 | -2.1 |
| $\Delta E_{6}$ | C | 2.9 | 0.1 | 24.8 | 6.4 | 11.7 | -2.3 | 2.9 | 0.1 | -8.3 | 10.4 |
| $\Delta E_{\text {( }}$ (ZPE) |  | -0.2 | -0.3 | 26.5 | 6.2 | 11.2 | -1.0 | -0.2 | -0.3 | -8.5 | 8.3 |
| $\Delta G_{6}^{\circ}$ |  | 11.2 | 0.1 | 16.9 | 3.9 | 15.3 | -4.6 | 11.2 | 0.1 | -7.2 | 13.6 |
| $\Delta E_{6}$ | T | 28.9 | -3.6 | 13.5 | 5.0 | 8.8 | -18.3 | 28.9 | -3.6 | 39.3 | 13.4 |
| $\Delta E_{\text {( }}$ (ZPE) |  | 27.9 | -5.0 | 15.4 | 4.0 | 8.3 | -17.8 | 27.9 | -5.0 | 40.1 | 14.1 |
| $\Delta G_{6}^{\circ}$ |  | 32.7 | 1.1 | 6.4 | 7.8 | 13.6 | -19.6 | 32.7 | 1.1 | 38.0 | 11.5 |
| $\Delta E_{6}$ | U | 35.2 | 0.2 | 11.7 | 12.2 | 8.6 | -12.4 | 35.2 | 0.2 | 39.2 | 11.3 |
| $\Delta E_{\text {( }}$ (ZPE) |  | 34.2 | 0.7 | 12.1 | 10.6 | 8.3 | -14.1 | 34.2 | 0.7 | 40.0 | 12.7 |
| $\Delta G_{6}^{\circ}$ |  | 39.5 | -3.9 | 10.6 | 18.4 | 11.9 | -8.1 | 39.5 | -3.9 | 38.2 | 8.1 |
| $\Delta E_{6}$ | TAP-C5 | 4.4 | -2.9 | 26.9 | 0.4 | 31.8 | -0.7 | 4.4 | -2.9 | 20.4 | 35.5 |
| $\Delta E_{\text {( }}(\mathrm{ZPE})$ |  | 2.8 | -4.2 | 26.5 | -3.8 | 30.8 | -4.0 | 2.8 | -4.2 | 19.4 | 34.4 |
| $\Delta G_{6}^{\circ}$ |  | 13.6 | 2.4 | 29.8 | 12.1 | 32.5 | 5.1 | 13.6 | 2.4 | 20.3 | 37.5 |
| $\Delta E_{6}$ | TAP-N | -28.7 | 15.0 | -42.8 | 1.5 | 21.5 | -3.1 | -28.7 | 15.0 | -17.7 | 17.1 |
| $\Delta E_{\text {( }}$ (ZPE) |  | -29.8 | 16.5 | -43.8 | 0.0 | 22.2 | -2.9 | -29.8 | 16.5 | -17.6 | 17.8 |
| $\Delta G_{6}^{\circ}$ |  | -26.8 | 11.4 | -44.9 | 4.9 | 22.4 | -4.5 | -26.8 | 11.4 | -18.6 | 14.9 |
| $\Delta E_{6}$ | BA-C ${ }^{5}$ | 38.8 | -3.9 | 0.0 | 6.9 | 3.8 | -20.1 | 38.8 | -3.9 | -1.4 | 12.6 |
| $\Delta E_{\text {( }}$ (ZPE) |  | 38.5 | -5.6 | -0.6 | 6.3 | 4.1 | -17.1 | 38.5 | -5.6 | -1.9 | 12.1 |
| $\Delta G_{6}^{\circ}$ |  | 36.6 | -0.0 | 2.3 | 6.5 | 2.9 | -28.9 | 36.6 | -0.0 | 0.3 | 13.4 |
| $\Delta E_{6}$ | BA-N | 71.3 | -2.6 | -31.1 | 7.8 | -41.2 | -3.1 | 71.3 | -2.6 | 29.4 | 15.2 |
| $\Delta E_{\text {( }}$ (ZPE) |  | 74.6 | -2.5 | -31.1 | 6.9 | -41.6 | -2.1 | 74.6 | -2.5 | 29.6 | 13.6 |
| $\Delta G_{6}^{\circ}$ |  | 58.8 | -4.3 | -37.2 | 8.1 | -39.9 | -3.9 | 58.8 | -4.3 | 28.2 | 18.5 |
| $\Delta E_{6}$ | CA | 20.4 | -11.1 | 13.4 | 6.7 | -44.6 | -27.5 | 20.4 | -11.1 | 22.9 | 20.0 |
| $\Delta E_{\text {( }}(\mathrm{ZPE})$ |  | 21.0 | -12.1 | 13.1 | 5.9 | -45.1 | -26.4 | 21.0 | -12.1 | 21.9 | 18.9 |
| $\Delta G_{6}^{\circ}$ |  | 19.5 | -9.3 | 13.8 | 6.6 | -43.6 | -29.5 | 19.5 | -9.3 | 23.5 | 22.5 |
| $\Delta E_{6}$ | MM | 7.2 | 3.8 | 30.8 | -0.5 | -2.1 | -12.7 | 7.2 | 3.8 | 20.3 | 19.9 |
| $\Delta E_{6 \text { (ZPE) }}$ |  | 6.0 | 4.0 | 30.7 | 0.4 | -3.7 | -13.0 | 6.0 | 4.0 | 20.8 | 21.2 |
| $\Delta G_{6}^{\circ}$ |  | 9.2 | 4.3 | 28.0 | -6.2 | 5.4 | -13.8 | 9.2 | 4.3 | 19.7 | 17.2 |

${ }^{(1)} \mathrm{TC}=$ unspecified Trifunctional Connector. ${ }^{(2)}$ Differences in $\Delta E, \Delta E_{(\mathrm{ZPE})}$, and $\Delta G^{\circ}$ in vacuum at the DFT level. ${ }^{(3)}$ Differences in $\Delta E, \Delta E(\mathrm{ZPE})$, and $\Delta G^{\circ}$ in solvent. ${ }^{(4)}$ 2dRibf: D-2'-deoxyribofuranose. ${ }^{(5)}$ Ribf: D-ribofuranose. ${ }^{(6)} \mathrm{Tho}$ D-threose. ${ }^{(7)} 2 \mathrm{dRib}$ : D-2'-deoxyribopyranose. ${ }^{(8)}$ Rib: D-ribopyranose.

Table A2. Differences between the energies in $\mathrm{kJ} / \mathrm{mol}$ for the most stable $\beta$ - and $\alpha$-anomers of the canonical and non-canonical nucleotides obtained using the alternative ( $\mathrm{c}+\mathrm{d}$ ) set of reactions in vacuum and in aqueous environment (equations 4.2-4.7). The energies for all sugar ring/anomer exchange reactions and the equilibrium of pseudorotation of pyranoses and furanose rings are reported(see Figure 4.5). Included differences are between: The total energies without ( $\Delta E$ ) and with zero-point vibrational correction (ZPE) ( $\left.\Delta E_{(\mathrm{ZPE})}\right)$, and Gibbs energies $\Delta G^{\circ}$ at STP conditions. All results are obtained from DFT (B3LYP/6-311++G $(d, p)$ ) calculations. The polarizable continuum model (IEFPCM) solvation model has been used to generate the results incorporating aqueous solvation at the same level of DFT theory.


|  |  | 2dRibf ${ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | $\underline{\text { Rib }}^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{2}$ | A | -14.4 | -0.3 | 38.1 | -20.3 | -1.1 | -15.9 | -0.4 | -12.3 | -23.9 | -26.0 |
| $\Delta E_{2}(\mathrm{ZPE})$ |  | -15.1 | -1.7 | 39.8 | -21.8 | -1.5 | -17.4 | 0.5 | -12.6 | -24.2 | -26.0 |
| $\Delta G_{2}^{\circ}$ |  | -11.7 | 6.1 | 36.5 | -16.0 | 0.3 | -14.3 | -3.9 | -11.1 | -24.4 | -24.5 |
| $\Delta E_{2}$ | G | -10.1 | -8.2 | 4.1 | -28.9 | 4.8 | -28.4 | -8.6 | -17.2 | -20.4 | -26.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -10.9 | -11.0 | 5.0 | -31.9 | 5.0 | -26.5 | -7.9 | -17.0 | -20.4 | -26.5 |
| $\Delta G_{2}^{\circ}$ |  | -4.4 | 3.5 | 7.0 | -15.1 | 2.9 | -39.2 | -12.3 | -21.3 | -21.9 | -23.6 |
| $\Delta E_{2}$ | C | -20.5 | 2.0 | 4.6 | -5.4 | -4.7 | -9.1 | 12.1 | -18.6 | -2.1 | -21.0 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -20.1 | 2.2 | 4.7 | -5.6 | -5.4 | -8.5 | 12.6 | -19.2 | -1.4 | -20.6 |
| $\Delta G_{2}^{\circ}$ |  | -21.1 | 3.9 | 4.1 | -0.5 | -0.9 | -15.1 | 12.5 | -17.3 | -5.8 | -22.9 |
| $\Delta E_{2}$ | T | 9.5 | 2.1 | 28.9 | -7.5 | -2.6 | -9.2 | -1.6 | -21.6 | -14.4 | -21.5 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 9.7 | 1.8 | 30.1 | -8.2 | -3.3 | -8.6 | -0.8 | -22.2 | -14.4 | -21.0 |
| $\Delta G_{2}^{\circ}$ |  | 12.6 | 5.8 | 29.6 | -3.1 | -0.2 | -15.3 | -4.5 | -19.8 | -14.6 | -23.6 |
| $\Delta E_{2}$ | U | -9.3 | 0.1 | 30.1 | 15.4 | -2.9 | -16.3 | -1.4 | -20.7 | -14.1 | -20.4 |
| $\Delta E_{2(\mathrm{ZPE}}$ |  | -9.4 | -0.3 | 31.3 | 16.0 | -3.6 | -14.1 | -0.5 | -21.2 | -14.1 | -19.9 |
| $\Delta G_{2}^{\circ}$ |  | -7.1 | 5.2 | 30.6 | 14.2 | -0.5 | -26.1 | -4.3 | -19.0 | -14.6 | -22.1 |
| $\Delta E_{2}$ | TAP-C ${ }^{5}$ | 16.2 | -2.3 | -16.8 | -15.6 | 17.4 | -2.9 | -8.5 | -31.0 | -10.6 | -28.5 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 16.3 | -2.5 | -15.9 | -13.7 | 16.6 | -3.9 | -6.5 | -30.6 | -9.7 | -26.4 |
| $\Delta G_{2}^{\circ}$ |  | 19.4 | -2.9 | -21.2 | -23.9 | 18.7 | 4.5 | -12.6 | -29.5 | -14.2 | -33.3 |
| $\Delta E_{2}$ | TAP-N | -23.0 | -10.3 | 23.2 | -10.4 | 41.0 | -13.5 | 4.9 | -0.2 | 17.8 | -1.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -24.1 | -12.3 | 24.8 | -11.9 | 41.2 | -10.8 | 6.0 | 0.4 | 18.1 | -0.8 |
| $\Delta G_{2}^{\circ}$ |  | -14.8 | -1.6 | 24.2 | -2.7 | 45.7 | -24.5 | 2.2 | -1.5 | 15.0 | -1.9 |
| $\Delta E_{2}$ | BA-C ${ }^{5}$ | -16.3 | -47.7 | 39.7 | -71.5 | -11.8 | 27.9 | 14.0 | -35.3 | 8.0 | 11.1 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -16.3 | -50.0 | 40.1 | -73.7 | -11.5 | 28.4 | 15.6 | -34.8 | 9.2 | 13.4 |
| $\Delta G_{2}^{\circ}$ |  | -17.0 | -42.1 | 38.2 | -63.5 | -11.6 | 26.7 | 11.5 | -34.2 | 4.1 | 7.2 |
| $\Delta E_{2}$ | BA-N | -38.2 | 1.0 | -80.5 | -7.3 | 1.1 | 2.2 | -27.6 | -29.9 | -38.7 | -43.5 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -40.4 | 0.5 | -81.6 | -7.3 | 0.8 | 0.5 | -27.0 | -30.2 | -38.5 | -43.2 |
| $\Delta G_{2}^{\circ}$ |  | -27.8 | 3.3 | -76.1 | -3.1 | 2.7 | 5.3 | -29.4 | -28.0 | -39.9 | -42.4 |
| $\Delta E_{2}$ | CA | 1.9 | -0.0 | 4.1 | 2.2 | -2.7 | 3.1 | -27.1 | -39.4 | -38.2 | -40.9 |
| $\Delta E_{2}(\mathrm{ZPE})$ |  | 1.9 | -0.3 | 3.1 | 2.1 | -3.0 | 2.0 | -26.5 | -40.9 | -38.0 | -40.9 |
| $\Delta G_{2}^{\circ}$ |  | 1.4 | 1.5 | 12.0 | 4.9 | -1.4 | 4.2 | -29.0 | -33.4 | -39.6 | -39.7 |
| $\Delta E_{2}$ | MM | -3.4 | -10.0 | 38.2 | -17.4 | 36.2 | 4.1 | 9.4 | -8.0 | 10.1 | -0.6 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -4.5 | -11.4 | 38.4 | -18.4 | 36.9 | 3.5 | 10.6 | -8.4 | 10.8 | -0.0 |
| $\Delta G_{2}^{\circ}$ |  | 0.7 | -4.5 | 41.5 | -15.4 | 37.2 | 5.6 | 6.5 | -6.0 | 4.7 | -3.5 |
| $\Delta E_{3}$ | A | -15.4 | -3.6 | -21.1 | -12.7 | 0.0 | 3.4 | -13.5 | -7.3 | -23.0 | -18.3 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -16.7 | -5.2 | -19.9 | -14.3 | 0.0 | 3.4 | -13.6 | -6.9 | -21.6 | -17.2 |
| $\Delta G_{3}^{\circ}$ |  | -14.4 | 3.6 | -26.7 | -10.3 | 0.0 | 3.2 | -11.4 | -7.2 | -28.8 | -22.8 |
| $\Delta E_{3}$ | G | -16.3 | -15.5 | 55.3 | -26.0 | 4.9 | 3.5 | -17.0 | -7.6 | -24.2 | -17.1 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -18.0 | -16.7 | 57.8 | -28.0 | 5.6 | 3.4 | -16.9 | -7.3 | -22.6 | -16.1 |
| $\Delta G_{3}^{\circ}$ |  | -10.7 | -12.3 | 49.0 | -19.2 | -3.6 | 3.3 | -14.3 | -7.6 | -30.8 | -19.7 |
| $\Delta E_{3}$ | C | -10.2 | -4.9 | -38.1 | -0.3 | 0.0 | 12.5 | -18.8 | -15.6 | -25.6 | -23.9 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -10.8 | -6.4 | -38.3 | -2.5 | 0.0 | 13.3 | -18.8 | -15.6 | -24.2 | -23.1 |
| $\Delta G_{3}^{\circ}$ |  | -11.0 | 0.7 | -43.1 | 6.2 | 0.0 | 9.0 | -18.0 | -15.4 | -29.5 | -26.7 |
| $\Delta E_{3}$ | T | 16.6 | -2.8 | 30.3 | -7.6 | 0.0 | 10.8 | -20.9 | -13.4 | -29.0 | -25.8 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 15.9 | -4.5 | 31.3 | -7.7 | 0.0 | 11.6 | -21.0 | -13.1 | -28.0 | -24.9 |
| $\Delta G_{3}^{\circ}$ |  | 19.1 | 3.6 | 34.6 | -6.2 | 0.0 | 7.1 | -19.2 | -12.9 | -32.4 | -28.9 |
| $\Delta E_{3}$ | U | -0.2 | -3.5 | 38.9 | 5.1 | 0.0 | 12.1 | -20.4 | -13.2 | -29.0 | -25.2 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 0.7 | -5.1 | 40.2 | 4.0 | 0.0 | 13.8 | -20.4 | -12.9 | -28.0 | -24.4 |
| $\Delta G_{3}^{\circ}$ |  | 0.1 | 4.2 | 38.9 | 8.0 | 0.0 | 5.4 | -18.9 | -13.6 | -32.5 | -27.4 |
| $\Delta E_{3}$ | TAP-C ${ }^{5}$ | 0.0 | -4.4 | -1.6 | -5.5 | -2.7 | 9.9 | -15.0 | -14.4 | 8.0 | -10.8 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 0.0 | -5.9 | -1.3 | -5.0 | -2.4 | 9.4 | -15.5 | -14.6 | 8.5 | -9.7 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | -0.6 | -1.5 | -6.3 | -4.2 | 14.9 | -12.5 | -13.3 | 5.1 | -14.8 |
| $\Delta E_{3}$ | TAP-N | -17.2 | 1.1 | 14.5 | 2.3 | 49.7 | 22.9 | -6.8 | -1.8 | 1.1 | -9.2 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -17.5 | 1.5 | 15.1 | 2.7 | 50.6 | 24.3 | -6.8 | -1.9 | 2.5 | -8.3 |
| $\Delta G_{3}^{\circ}$ |  | -14.7 | -0.9 | 17.8 | -1.4 | 51.4 | 18.2 | -5.5 | 0.4 | -4.4 | -11.6 |
| $\Delta E_{3}$ | BA-C ${ }^{5}$ | -18.8 | 0.8 | 47.1 | -13.8 | -8.1 | 8.4 | -20.2 | -18.4 | -9.6 | -23.2 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -20.5 | -0.9 | 47.0 | -13.6 | -7.6 | 8.4 | -20.7 | -17.8 | -7.9 | -22.5 |
| $\Delta G_{3}^{\circ}$ |  | -13.9 | 4.5 | 46.0 | -11.9 | -8.0 | 6.5 | -17.2 | -18.2 | -15.2 | -24.2 |


|  |  | 2dRibf ${ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | $\underline{R i b}^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{3}$ | BA-N | 26.5 | -8.8 | -42.7 | 5.8 | 3.1 | 1.9 | -14.1 | -12.0 | -23.8 | -19.1 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 27.4 | -8.8 | -41.2 | 5.4 | 3.0 | 1.6 | -14.4 | -11.8 | -22.6 | -18.4 |
| $\Delta G_{3}^{\circ}$ |  | 24.6 | -10.7 | -45.3 | 7.8 | 3.4 | 1.9 | -12.3 | -11.2 | -28.2 | -20.7 |
| $\Delta E_{3}$ | CA | -22.2 | -9.9 | -12.0 | 5.3 | 0.0 | 21.6 | -14.0 | -10.0 | -23.9 | -18.1 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | -22.5 | -10.2 | -13.4 | 3.5 | 0.0 | 21.7 | -14.3 | -10.3 | -22.9 | -17.4 |
| $\Delta G_{3}^{\circ}$ |  | -27.2 | -10.6 | -2.3 | 10.2 | 0.0 | 19.5 | -11.8 | -8.0 | -28.0 | -20.4 |
| $\Delta E_{3}$ | MM | 9.5 | -1.8 | -4.8 | -7.0 | 42.3 | 4.0 | -9.4 | -4.0 | -15.8 | -11.2 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 8.8 | -2.3 | -3.2 | -7.6 | 43.3 | 4.6 | -9.6 | -3.8 | -14.2 | -10.2 |
| $\Delta G_{3}^{\circ}$ |  | 8.0 | -2.1 | -8.7 | -6.5 | 41.1 | 0.2 | -7.3 | -3.8 | -22.4 | -14.0 |
| $\Delta E_{4}$ | A | -24.1 | -1.4 | 62.2 | -2.8 | -1.1 | 0.7 | 14.2 | 12.3 | 23.8 | 5.8 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -24.6 | -1.8 | 63.3 | -1.6 | -1.5 | 0.6 | 14.4 | 12.1 | 24.2 | 7.1 |
| $\Delta G_{4}^{\circ}$ |  | -21.2 | 1.7 | 63.5 | -2.9 | 0.3 | -0.3 | 13.3 | 14.2 | 23.5 | 5.1 |
| $\Delta E_{4}$ | G | 6.8 | -0.7 | -51.9 | -0.1 | -0.0 | -0.2 | 39.2 | 12.4 | 18.5 | 6.4 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 7.8 | -2.6 | -53.0 | 0.2 | -0.6 | 0.2 | 40.1 | 12.1 | 18.9 | 8.8 |
| $\Delta G_{4}^{\circ}$ |  | 5.4 | 8.0 | -45.2 | 2.0 | 6.4 | -4.7 | 30.2 | 14.0 | 13.6 | -0.9 |
| $\Delta E_{4}$ | C | 2.6 | -3.8 | 41.9 | -5.1 | -4.7 | 5.9 | 28.2 | 21.0 | 38.3 | 10.6 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 4.2 | -4.3 | 42.7 | -3.0 | -5.4 | 4.3 | 28.4 | 21.3 | 39.0 | 12.1 |
| $\Delta G_{4}^{\circ}$ |  | -1.4 | 0.6 | 43.8 | -6.7 | -0.9 | 11.2 | 28.6 | 21.0 | 36.4 | 8.9 |
| $\Delta E_{4}$ | T | 4.3 | -2.4 | 3.8 | -4.7 | -2.6 | 13.7 | 27.1 | 18.7 | 34.4 | 11.1 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 5.6 | -2.7 | 5.0 | -4.0 | -3.3 | 12.6 | 27.3 | 18.7 | 35.1 | 12.5 |
| $\Delta G_{4}^{\circ}$ |  | 1.3 | 0.3 | -3.3 | -4.6 | -0.2 | 18.1 | 27.0 | 18.1 | 32.3 | 9.0 |
| $\Delta E_{4}$ | U | 1.1 | -3.5 | -4.0 | -11.0 | -2.9 | 6.0 | 25.8 | 18.7 | 34.4 | 11.0 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 1.8 | -3.8 | -3.0 | -9.4 | -3.6 | 5.5 | 26.0 | 18.5 | 35.1 | 12.5 |
| $\Delta G_{4}^{\circ}$ |  | -3.7 | -2.3 | -6.9 | -12.3 | -0.5 | 9.0 | 25.7 | 20.8 | 32.3 | 8.5 |
| $\Delta E_{4}$ | TAP-C ${ }^{5}$ | 15.0 | 3.5 | -7.1 | -11.9 | 20.1 | 9.0 | 9.9 | 19.9 | -9.2 | -7.4 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 15.0 | 5.1 | -6.3 | -10.7 | 19.1 | 9.5 | 11.1 | 20.1 | -7.9 | -5.4 |
| $\Delta G_{4}^{\circ}$ |  | 15.7 | -2.3 | -8.9 | -19.2 | 23.0 | 7.7 | 5.2 | 21.4 | -11.8 | -11.2 |
| $\Delta E_{4}$ | TAP-N | 2.6 | -7.9 | 11.6 | -12.2 | -8.7 | -3.6 | 22.0 | 6.0 | 9.1 | 8.0 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 2.0 | -11.1 | 12.5 | -14.6 | -9.4 | -4.0 | 23.5 | 6.1 | 9.4 | 9.9 |
| $\Delta G_{4}^{\circ}$ |  | 5.8 | 4.6 | 11.9 | -2.0 | -5.7 | -1.6 | 14.3 | 5.3 | 9.1 | 5.2 |
| $\Delta E_{4}$ | BA-C ${ }^{5}$ | -9.9 | -59.3 | -31.5 | -55.4 | -3.7 | 4.8 | 29.7 | 22.3 | 40.5 | 13.5 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -7.8 | -61.7 | -30.7 | -57.9 | -3.9 | 4.4 | 30.5 | 22.4 | 41.6 | 15.4 |
| $\Delta G_{4}^{\circ}$ |  | -16.1 | -53.4 | -29.6 | -48.7 | -3.6 | 7.3 | 25.2 | 21.4 | 38.7 | 7.7 |
| $\Delta E_{4}$ | BA-N | -74.6 | 0.6 | -34.7 | -13.0 | -2.0 | 18.0 | 4.6 | 16.4 | -10.3 | 4.6 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -77.9 | -1.3 | -37.5 | -12.7 | -2.2 | 18.5 | 4.9 | 16.2 | -10.1 | 6.6 |
| $\Delta G_{4}^{\circ}$ |  | -63.1 | 7.2 | -25.8 | -11.0 | -0.7 | 16.4 | 4.1 | 17.9 | -10.6 | -0.3 |
| $\Delta E_{4}$ | CA | 15.5 | 9.9 | 18.8 | -3.1 | -2.7 | 1.2 | 3.0 | 14.2 | -11.2 | 1.7 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 15.4 | 9.8 | 19.1 | -1.5 | -3.0 | 1.3 | 3.4 | 14.4 | -10.7 | 3.7 |
| $\Delta G_{4}^{\circ}$ |  | 20.1 | 12.1 | 19.0 | -5.0 | -1.4 | 2.0 | 2.2 | 14.6 | -11.9 | -3.7 |
| $\Delta E_{4}$ | MM | -12.6 | -10.4 | 47.5 | -10.5 | -6.1 | 17.4 | 13.0 | 8.3 | 18.7 | 10.4 |
| $\Delta E_{4(\mathrm{ZPE}}$ |  | -13.0 | -12.9 | 46.4 | -10.8 | -6.4 | 16.9 | 15.2 | 8.1 | 19.4 | 12.3 |
| $\Delta G_{4}^{\circ}$ |  | -9.4 | 1.4 | 56.3 | -8.9 | -3.9 | 21.0 | 4.6 | 10.0 | 17.3 | 7.2 |
| $\Delta E_{5}$ | A | -39.6 | -4.9 | 41.1 | -15.5 | -1.1 | 4.1 | 0.8 | 5.1 | 0.8 | -12.4 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -41.3 | -7.0 | 43.4 | -15.9 | -1.5 | 4.0 | 0.8 | 5.2 | 2.6 | -10.1 |
| $\Delta G_{5}^{\circ}$ |  | -35.7 | 5.3 | 36.8 | -13.2 | 0.3 | 2.9 | 1.9 | 7.0 | -5.3 | -17.6 |
| $\Delta E_{5}$ | G | -9.5 | -16.2 | 3.4 | -26.1 | 4.8 | 3.3 | 22.2 | 4.8 | -5.7 | -10.6 |
| $\Delta E_{\text {(ZPE) }}$ |  | -10.1 | -19.3 | 4.8 | -27.7 | 5.0 | 3.7 | 23.3 | 4.8 | -3.7 | -7.3 |
| $\Delta G_{5}^{\circ}$ |  | -5.3 | -4.3 | 3.8 | -17.2 | 2.9 | -1.5 | 15.9 | 6.4 | -17.2 | -20.6 |
| $\Delta E_{5}$ | C | -7.6 | -8.7 | 3.7 | -5.4 | -4.7 | 18.4 | 9.4 | 5.4 | 12.7 | -13.4 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -6.6 | -10.7 | 4.4 | -5.6 | -5.4 | 17.6 | 9.7 | 5.7 | 14.8 | -11.0 |
| $\Delta G_{5}^{\circ}$ |  | -12.4 | 1.2 | 0.6 | -0.5 | -0.9 | 20.1 | 10.6 | 5.6 | 6.9 | -17.9 |
| $\Delta E_{5}$ | T | 20.9 | -5.1 | 34.1 | -12.4 | -2.6 | 24.5 | 6.1 | 5.3 | 5.4 | -14.7 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 21.6 | -7.2 | 36.3 | -11.7 | -3.3 | 24.2 | 6.3 | 5.6 | 7.1 | -12.4 |
| $\Delta G_{5}^{\circ}$ |  | 20.5 | 3.9 | 31.3 | -10.9 | -0.2 | 25.2 | 7.8 | 5.3 | -0.1 | -19.9 |
| $\Delta E_{5}$ | U | 0.9 | -7.0 | 34.9 | -5.8 | -2.9 | 18.1 | 5.4 | 5.5 | 5.4 | -14.1 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 2.5 | -8.9 | 37.2 | -5.4 | -3.6 | 19.3 | 5.6 | 5.6 | 7.2 | -11.9 |
| $\Delta G_{5}^{\circ}$ |  | -3.5 | 1.8 | 32.0 | -4.3 | -0.5 | 14.3 | 6.8 | 7.2 | -0.2 | -19.0 |


|  |  | 2dRibf ${ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | Rib $^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{5}$ | TAP-C ${ }^{5}$ | 15.0 | -1.0 | -8.8 | -17.4 | 17.4 | 18.8 | -5.1 | 5.5 | -1.2 | -18.2 |
| $\Delta E_{5(\text { ZPE })}$ |  | 15.0 | -0.8 | -7.6 | -15.7 | 16.6 | 18.9 | -4.4 | 5.5 | 0.6 | -15.1 |
| $\Delta G_{5}^{\circ}$ |  | 15.7 | -2.9 | -10.4 | -25.5 | 18.7 | 22.6 | -7.4 | 8.1 | -6.7 | -26.0 |
| $\Delta E_{5}$ | TAP-N | -14.6 | -6.7 | 26.0 | -9.8 | 41.0 | 19.3 | 15.2 | 4.1 | 10.2 | -1.2 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -15.5 | -9.6 | 27.6 | -11.9 | 41.2 | 20.3 | 16.7 | 4.1 | 11.9 | 1.6 |
| $\Delta G_{5}^{\circ}$ |  | -8.9 | 3.7 | 29.7 | -3.4 | 45.7 | 16.6 | 8.8 | 5.7 | 4.7 | -6.5 |
| $\Delta E_{5}$ | BA-C ${ }^{5}$ | -28.7 | -58.5 | 15.6 | -69.3 | -11.8 | 13.2 | 9.5 | 3.9 | 30.9 | -9.7 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -28.2 | -62.6 | 16.3 | -71.6 | -11.5 | 12.8 | 9.9 | 4.6 | 33.8 | -7.1 |
| $\Delta G_{5}^{\circ}$ |  | -30.0 | -49.0 | 16.4 | -60.6 | -11.6 | 13.8 | 8.1 | 3.2 | 23.5 | -16.5 |
| $\Delta E_{5}$ | BA-N | -48.1 | -8.2 | -77.5 | -7.3 | 1.1 | 19.9 | -9.5 | 4.5 | -34.1 | -14.5 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -50.5 | -10.1 | -78.7 | -7.3 | 0.8 | 20.2 | -9.5 | 4.4 | -32.6 | -11.8 |
| $\Delta G_{5}^{\circ}$ |  | -38.6 | -3.5 | -71.1 | -3.1 | 2.7 | 18.4 | -8.2 | 6.8 | -38.8 | -21.0 |
| $\Delta E_{5}$ | CA | -6.7 | -0.0 | 6.8 | 2.1 | -2.7 | 22.8 | -10.9 | 4.2 | -35.1 | -16.4 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -7.0 | -0.3 | 5.7 | 2.0 | -3.0 | 22.9 | -10.9 | 4.1 | -33.7 | -13.6 |
| $\Delta G_{5}^{\circ}$ |  | -7.0 | 1.5 | 16.8 | 5.3 | -1.4 | 21.5 | -9.5 | 6.6 | -39.9 | -24.1 |
| $\Delta E_{5}$ | MM | -3.2 | -12.2 | 42.8 | -17.4 | 36.2 | 21.4 | 3.6 | 4.3 | 2.9 | -0.8 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -4.2 | -15.2 | 43.3 | -18.4 | 36.9 | 21.5 | 5.6 | 4.4 | 5.2 | 2.0 |
| $\Delta G_{5}^{\circ}$ |  | -1.4 | -0.7 | 47.6 | -15.4 | 37.2 | 21.2 | -2.7 | 6.2 | -5.1 | -6.8 |
| $\Delta E_{6}$ | A | -1.0 | -3.2 | -59.2 | 7.6 | 1.1 | 19.3 | -13.1 | 5.1 | 1.0 | 7.7 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | -1.6 | -3.5 | -59.7 | 7.6 | 1.5 | 20.8 | -14.1 | 5.7 | 2.6 | 8.8 |
| $\Delta G_{6}^{\circ}$ |  | -2.7 | -2.5 | -63.2 | 5.7 | -0.3 | 17.5 | -7.5 | 3.9 | -4.4 | 1.8 |
| $\Delta E_{6}$ | G | -6.2 | -7.3 | 51.2 | 2.9 | 0.0 | 31.9 | -8.4 | 9.6 | -3.8 | 9.2 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | -7.1 | -5.7 | 52.9 | 3.9 | 0.6 | 29.9 | -8.9 | 9.7 | -2.2 | 10.4 |
| $\Delta G_{6}^{\circ}$ |  | -6.3 | -15.8 | 42.0 | -4.1 | -6.4 | 42.5 | -2.0 | 13.7 | -8.9 | 3.9 |
| $\Delta E_{6}$ | C | 10.3 | -6.8 | -42.7 | 5.1 | 4.7 | 21.6 | -30.9 | 3.0 | -23.4 | -2.9 |
| $\Delta E_{6(\text { (ZPE })}$ |  | 9.4 | -8.6 | -43.0 | 3.0 | 5.4 | 21.8 | -31.3 | 3.7 | -22.8 | -2.5 |
| $\Delta G_{6}^{\circ}$ |  | 10.1 | -3.2 | -47.2 | 6.7 | 0.9 | 24.0 | -30.5 | 1.9 | -23.7 | -3.8 |
| $\Delta E_{6}$ | T | 7.1 | -4.9 | 1.4 | -0.2 | 2.6 | 20.0 | -19.3 | 8.2 | -14.6 | -4.3 |
| $\Delta E_{\text {( }}(\mathrm{ZPE})$ |  | 6.2 | -6.3 | 1.2 | 0.5 | 3.3 | 20.2 | -20.2 | 9.1 | -13.6 | -3.9 |
| $\Delta G_{6}^{\circ}$ |  | 6.6 | -2.2 | 5.0 | -3.2 | 0.2 | 22.4 | -14.7 | 7.0 | -17.8 | -5.3 |
| $\Delta E_{6}$ | U | 9.1 | -3.6 | 8.9 | -10.3 | 2.9 | 28.4 | -19.0 | 7.4 | -14.9 | -4.7 |
| $\Delta E_{6(\mathrm{ZPE}}$ |  | 10.0 | -4.8 | 8.9 | -12.0 | 3.6 | 27.9 | -19.9 | 8.3 | -13.9 | -4.5 |
| $\Delta G_{6}^{\circ}$ |  | 7.2 | -1.0 | 8.4 | -6.2 | 0.5 | 31.5 | -14.5 | 5.4 | -17.9 | -5.3 |
| $\Delta E_{6}$ | TAP-C5 | -16.2 | -2.2 | 15.2 | 10.1 | -20.1 | 12.8 | -6.4 | 16.6 | 18.6 | 17.7 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | -16.3 | -3.3 | 14.6 | 8.7 | -19.1 | 13.3 | -9.0 | 16.0 | 18.2 | 16.8 |
| $\Delta G_{6}^{\circ}$ |  | -19.4 | 2.2 | 19.7 | 17.6 | -23.0 | 10.4 | 0.1 | 16.2 | 19.3 | 18.5 |
| $\Delta E_{6}$ | TAP-N | 5.8 | 11.5 | -8.8 | 12.7 | 8.7 | 36.5 | -11.8 | -1.6 | -16.7 | -8.0 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 6.6 | 13.8 | -9.7 | 14.6 | 9.4 | 35.1 | -12.8 | -2.4 | -15.6 | -7.5 |
| $\Delta G_{6}^{\circ}$ |  | 0.0 | 0.7 | -6.4 | 1.3 | 5.7 | 42.8 | -7.7 | 1.9 | -19.4 | -9.8 |
| $\Delta E_{6}$ | BA-C ${ }^{5}$ | -2.4 | 48.5 | 7.4 | 57.6 | 3.7 | -19.5 | -34.3 | 17.0 | -17.6 | -34.3 |
| $\Delta E_{6(\text { (ZPE })}$ |  | -4.2 | 49.2 | 6.9 | 60.0 | 3.9 | -20.0 | -36.2 | 17.0 | -17.0 | -35.9 |
| $\Delta G_{6}^{\circ}$ |  | 3.2 | 46.6 | 7.8 | 51.6 | 3.6 | -20.2 | -28.6 | 16.1 | -19.3 | -31.4 |
| $\Delta E_{6}$ | BA-N | 64.7 | -9.8 | 37.7 | 13.0 | 2.0 | -0.4 | 13.4 | 17.9 | 14.9 | 24.3 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | 67.8 | -9.3 | 40.4 | 12.7 | 2.2 | 1.1 | 12.6 | 18.4 | 15.9 | 24.9 |
| $\Delta G_{6}^{\circ}$ |  | 52.3 | -14.0 | 30.8 | 11.0 | 0.7 | -3.4 | 17.1 | 16.8 | 11.7 | 21.7 |
| $\Delta E_{6}$ | CA | -24.2 | -9.9 | -16.1 | 3.1 | 2.7 | 18.5 | 13.1 | 29.4 | 14.3 | 22.8 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | -24.4 | -9.8 | -16.5 | 1.4 | 3.0 | 19.7 | 12.2 | 30.6 | 15.1 | 23.5 |
| $\Delta G_{6}^{\circ}$ |  | -28.5 | -12.1 | -14.2 | 5.4 | 1.4 | 15.3 | 17.2 | 25.4 | 11.6 | 19.3 |
| $\Delta E_{6}$ | MM | 12.9 | 8.2 | -43.0 | 10.5 | 6.1 | -0.1 | -18.8 | 4.0 | -25.9 | -10.6 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 13.3 | 9.1 | -41.5 | 10.8 | 6.4 | 1.1 | -20.2 | 4.6 | -25.0 | -10.2 |
| $\Delta G_{6}^{\circ}$ |  | 7.3 | 2.4 | -50.1 | 8.9 | 3.9 HA | $3^{-5.4}$ | -13.9 | 2.2 | -27.1 | -10.5 |
| $\Delta E_{1}$ | A | 7.2 | -6.1 | -4.8 | 2.8 | 0.0 | 29.1 | 6.3 | 29.3 | 23.8 | 25.5 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 7.5 | -4.0 | -5.4 | 4.3 | 0.0 | 29.7 | 5.7 | 27.8 | 25.5 | 26.5 |
| $\Delta G_{1}^{\circ}$ |  | 3.4 | -13.9 | -2.0 | -0.0 | 0.0 | 30.6 | 11.0 | 34.4 | 18.9 | 22.7 |


|  |  | 2dRibf ${ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | $\underline{\text { Rib }}^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{1}$ | G | 8.2 | -6.0 | -1.6 | 7.9 | 0.0 | 21.4 | 27.2 | 5.4 | -6.0 | 7.4 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 8.4 | -3.6 | -1.5 | 9.1 | 0.0 | 19.4 | 27.1 | 2.2 | -5.4 | 5.9 |
| $\Delta G_{1}^{\circ}$ |  | 5.8 | -13.8 | -1.2 | 6.3 | 0.0 | 30.8 | 29.0 | 13.4 | -7.7 | 15.3 |
| $\Delta E_{1}$ | C | 19.0 | 3.6 | 33.9 | 7.5 | 0.0 | 26.2 | 27.4 | 34.4 | 18.0 | 23.3 |
| $\Delta E_{\text {(ZPE) }}$ |  | 19.8 | 5.3 | 33.5 | 11.1 | 0.0 | 24.5 | 27.7 | 33.4 | 19.4 | 24.8 |
| $\Delta G_{1}^{\circ}$ |  | 12.8 | -1.3 | 37.4 | -1.8 | 0.0 | 34.7 | 28.4 | 39.1 | 14.6 | 20.0 |
| $\Delta E_{1}$ | T | 14.0 | 2.8 | 39.3 | -8.7 | 0.0 | 20.9 | 11.5 | 34.4 | 24.1 | 21.9 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 15.8 | 4.6 | 38.6 | -7.3 | 0.0 | 22.1 | 11.1 | 33.3 | 25.8 | 23.5 |
| $\Delta G_{1}^{\circ}$ |  | 7.1 | -3.0 | 42.0 | -14.7 | 0.0 | 17.9 | 14.4 | 39.4 | 19.1 | 18.3 |
| $\Delta E_{1}$ | U | 13.1 | 2.6 | 38.4 | -8.8 | 0.0 | 32.8 | 10.8 | 21.7 | 23.9 | 21.7 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 14.8 | 4.2 | 38.3 | -7.5 | 0.0 | 31.7 | 10.3 | 21.2 | 25.6 | 23.3 |
| $\Delta G_{1}^{\circ}$ |  | 6.2 | -3.0 | 41.8 | -13.6 | 0.0 | 40.3 | 14.1 | 24.6 | 19.0 | 18.3 |
| $\Delta E_{1}$ | TAP-C ${ }^{5}$ | -9.4 | 23.9 | 2.1 | 8.0 | 0.0 | 28.7 | 13.0 | 41.1 | 31.7 | 37.5 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -9.7 | 26.5 | 3.5 | 9.6 | 0.0 | 26.8 | 11.2 | 38.3 | 33.6 | 39.4 |
| $\Delta G_{1}^{\circ}$ |  | -12.8 | 17.1 | 0.7 | 5.2 | 0.0 | 35.6 | 14.9 | 48.5 | 25.8 | 33.1 |
| $\Delta E_{1}$ | TAP-N | 2.0 | 5.5 | -5.5 | 12.5 | 0.0 | 17.6 | 12.0 | -4.7 | -3.9 | 4.4 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 1.8 | 7.0 | -5.6 | 14.5 | 0.0 | 18.5 | 12.7 | -4.5 | -2.5 | 6.2 |
| $\Delta G_{1}^{\circ}$ |  | 1.6 | -2.5 | -4.9 | 0.9 | 0.0 | 16.0 | 7.2 | -8.8 | -7.5 | -0.6 |
| $\Delta E_{1}$ | BA-C ${ }^{5}$ | 73.9 | 65.4 | -18.3 | 84.4 | 0.0 | -31.7 | -19.1 | 30.2 | 4.1 | -36.8 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 75.1 | 69.7 | -18.6 | 88.0 | 0.0 | -36.0 | -18.6 | 28.5 | 6.5 | -38.5 |
| $\Delta G_{1}^{\circ}$ |  | 69.9 | 53.3 | -15.7 | 74.9 | -0.0 | -19.3 | -20.6 | 34.5 | -1.1 | -32.8 |
| $\Delta E_{1}$ | BA-N | -5.3 | -2.6 | -5.0 | 7.7 | 0.0 | 26.4 | 22.5 | 26.4 | 9.6 | 11.7 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -5.4 | -2.2 | -5.1 | 9.4 | 0.0 | 25.8 | 22.1 | 24.8 | 11.0 | 12.2 |
| $\Delta G_{1}^{\circ}$ |  | -3.6 | -5.3 | -4.3 | 4.3 | 0.0 | 30.5 | 25.7 | 30.9 | 4.2 | 10.9 |
| $\Delta E_{1}$ | CA | -25.7 | 2.4 | -2.6 | 14.3 | 0.0 | 29.9 | 20.5 | 30.1 | 6.6 | 35.0 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | -25.9 | 3.9 | -4.6 | 16.6 | 0.0 | 29.7 | 20.0 | 28.9 | 7.6 | 36.4 |
| $\Delta G_{1}^{\circ}$ |  | -25.8 | -2.1 | -4.2 | 9.3 | 0.0 | 33.6 | 24.0 | 33.4 | 3.6 | 31.6 |
| $\Delta E_{1}$ | MM | 25.9 | 2.8 | -5.0 | 2.4 | 0.0 | 30.1 | -24.5 | 5.8 | -4.6 | 23.7 |
| $\Delta E_{1(\mathrm{ZPE})}$ |  | 28.4 | 4.4 | -4.5 | 3.4 | 0.0 | 28.8 | -22.7 | 3.1 | -3.2 | 22.0 |
| $\Delta G_{1}^{\circ}$ |  | 18.8 | -4.4 | -5.3 | 0.8 | 0.0 | 35.3 | -31.2 | 12.6 | -7.9 | 30.1 |
| $\Delta E_{2}$ | A | 22.3 | 2.3 | 37.0 | 2.0 | 340.4 | -0.1 | -2.8 | -25.8 | -14.1 | -30.4 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 22.6 | 0.8 | 37.1 | 2.3 | 341.9 | -0.5 | -1.9 | -24.0 | -14.2 | -29.3 |
| $\Delta G_{2}^{\circ}$ |  | 26.2 | 10.1 | 39.6 | 2.7 | 342.7 | -2.8 | -5.4 | -30.4 | -15.2 | -32.2 |
| $\Delta E_{2}$ | G | -15.0 | -6.3 | 12.0 | -9.3 | 357.3 | 8.6 | -5.0 | -7.6 | 3.7 | -13.5 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -14.7 | -9.2 | 14.1 | -11.2 | 360.6 | 10.8 | -3.5 | -3.7 | 4.6 | -10.0 |
| $\Delta G_{2}^{\circ}$ |  | -11.6 | 5.0 | 7.8 | -1.6 | 348.3 | -2.0 | -13.7 | -19.5 | -4.7 | -24.6 |
| $\Delta E_{2}$ | C | -4.7 | 5.0 | -28.0 | -13.9 | 29.0 | 7.6 | -15.9 | -30.1 | 2.7 | -26.6 |
| $\Delta E_{2(\mathrm{ZPE}}$ |  | -4.7 | 5.0 | -28.9 | -17.3 | 28.8 | 7.7 | -15.6 | -28.9 | 3.1 | -26.3 |
| $\Delta G_{2}^{\circ}$ |  | 0.4 | 8.5 | -24.8 | -2.1 | 32.9 | 8.0 | -15.6 | -32.9 | 0.8 | -27.2 |
| $\Delta E_{2}$ | T | 6.1 | 5.6 | -17.4 | -6.3 | 28.3 | 14.8 | -2.7 | -30.4 | -10.3 | -27.1 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 4.9 | 5.5 | -17.7 | -6.2 | 28.7 | 12.9 | -1.8 | -29.0 | -10.3 | -26.6 |
| $\Delta G_{2}^{\circ}$ |  | 12.4 | 8.9 | -13.8 | -2.8 | 29.0 | 21.6 | -4.0 | -35.2 | -10.7 | -28.1 |
| $\Delta E_{2}$ | U | 10.3 | 3.0 | -19.9 | -8.6 | 27.8 | -16.5 | -2.7 | -17.3 | -10.0 | -25.7 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 9.3 | 2.4 | -19.1 | -8.2 | 28.2 | -14.4 | -1.8 | -16.8 | -9.9 | -25.3 |
| $\Delta G_{2}^{\circ}$ |  | 16.4 | 7.8 | -24.2 | -6.4 | 28.5 | -24.4 | -4.3 | -17.3 | -10.8 | -25.9 |
| $\Delta E_{2}$ | TAP-C ${ }^{5}$ | 13.6 | -12.9 | -26.3 | -8.5 | 48.1 | -2.0 | -11.8 | -37.0 | -24.5 | -51.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | 13.7 | -14.2 | -27.0 | -8.8 | 47.5 | 0.2 | -9.8 | -34.1 | -24.9 | -49.9 |
| $\Delta G_{2}^{\circ}$ |  | 17.7 | -10.9 | -26.7 | -8.4 | 52.0 | -5.6 | -12.9 | -42.0 | -23.0 | -54.4 |
| $\Delta E_{2}$ | TAP-N | -7.8 | -8.6 | 32.7 | -6.2 | 23.4 | 11.2 | 1.8 | -4.3 | 22.8 | -5.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -8.5 | -10.6 | 33.5 | -7.9 | 23.1 | 10.7 | 2.8 | -3.5 | 22.7 | -4.8 |
| $\Delta G_{2}^{\circ}$ |  | -1.4 | 0.4 | 37.4 | 2.0 | 28.5 | 14.7 | 0.3 | -4.3 | 22.9 | -4.9 |
| $\Delta E_{2}$ | BA-C ${ }^{5}$ | -92.0 | -64.3 | -29.8 | -68.0 | -17.6 | 60.1 | 29.9 | -27.7 | 52.5 | 22.9 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -93.1 | -66.9 | -29.7 | -69.8 | -18.4 | 63.3 | 30.2 | -25.4 | 50.2 | 26.6 |
| $\Delta G_{2}^{\circ}$ |  | -88.2 | -57.4 | -29.9 | -61.8 | -16.1 | 50.9 | 30.1 | -32.0 | 57.0 | 14.5 |
| $\Delta E_{2}$ | BA-N | -5.4 | 2.8 | -17.8 | -9.1 | 33.5 | 12.8 | -29.6 | -24.1 | -35.2 | -39.2 |
| $\Delta E_{2(\mathrm{ZPE})}$ |  | -5.5 | 2.7 | -18.1 | -8.6 | 33.9 | 12.6 | -28.9 | -22.0 | -35.5 | -37.2 |
| $\Delta G_{2}^{\circ}$ |  | -4.8 | 4.0 | -13.3 | -9.2 | 33.3 | 13.1 | -30.5 | -28.2 | -32.6 | -44.3 |


|  |  | 2dRibf ${ }^{(4)}$ |  | $\underline{\text { Ribf }}{ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | $\underline{\text { Rib }}{ }^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{2}$ | CA | 16.9 | 2.3 | -27.5 | -19.9 | 32.2 | 2.0 | -28.1 | -27.9 | -32.5 | -60.0 |
| $\Delta E_{2(\text { (ZPE })}$ |  | 17.1 | 2.2 | -29.7 | -20.5 | 32.6 | 2.7 | -27.4 | -26.3 | -32.4 | -59.6 |
| $\Delta G_{2}^{\circ}$ |  | 15.4 | 2.4 | -17.8 | -18.2 | 32.1 | -1.7 | -29.2 | -30.2 | -33.2 | -59.8 |
| $\Delta E_{2}$ | MM | -9.4 | -7.9 | 21.1 | -8.4 | 20.2 | 2.3 | 7.9 | -19.3 | 15.0 | -24.2 |
| $\Delta E_{2(\text { (ZPE })}$ |  | -12.5 | -9.4 | 19.0 | -9.4 | 22.0 | 4.1 | 9.0 | -15.2 | 15.3 | -20.4 |
| $\Delta G_{2}^{\circ}$ |  | -0.0 | -1.0 | 30.2 | -6.0 | 14.6 | -1.7 | 6.5 | -30.4 | 13.0 | -35.3 |
| $\Delta E_{3}$ | A | 0.0 | -1.8 | 9.5 | 9.8 | 343.6 | 28.5 | -14.9 | -8.8 | -14.5 | -27.0 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 0.0 | -3.6 | 7.3 | 9.0 | 345.7 | 29.1 | -14.3 | -8.3 | -13.2 | -24.5 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | 5.5 | 16.1 | 16.7 | 344.1 | 27.7 | -15.0 | -8.4 | -20.3 | -32.7 |
| $\Delta E_{3}$ | G | 0.0 | -4.1 | -34.2 | -8.3 | 348.7 | 29.6 | -15.2 | -8.7 | -15.9 | -28.8 |
| $\Delta E_{3(\text { ZPE })}$ |  | 0.0 | -4.0 | -33.2 | -10.2 | 352.0 | 30.1 | -14.5 | -8.5 | -14.7 | -26.0 |
| $\Delta G_{3}^{\circ}$ |  | -0.0 | -3.6 | -36.8 | -4.2 | 339.4 | 29.1 | -14.7 | -7.4 | -21.1 | -35.8 |
| $\Delta E_{3}$ | C | 0.0 | -1.8 | 6.4 | -0.7 | 36.0 | 28.2 | -17.6 | -16.6 | -17.9 | -26.3 |
| $\Delta E_{3(\text { ZPE })}$ |  | 0.0 | -3.8 | 5.7 | -2.4 | 36.7 | 28.5 | -17.1 | -16.7 | -16.7 | -24.8 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | 6.5 | 9.4 | 7.3 | 35.6 | 30.7 | -17.5 | -14.9 | -21.3 | -29.7 |
| $\Delta E_{3}$ | T | 0.0 | -0.3 | 18.1 | -1.3 | 34.7 | 34.7 | -19.0 | -18.6 | -20.9 | -36.1 |
| $\Delta E_{3(\text { ZPE })}$ |  | 0.0 | -1.5 | 17.4 | -2.2 | 35.5 | 34.9 | -18.5 | -18.2 | -19.9 | -33.6 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | 5.1 | 26.6 | 5.0 | 34.1 | 36.6 | -18.0 | -19.2 | -24.4 | -41.8 |
| $\Delta E_{3}$ | U | 22.5 | -10.8 | 28.7 | -2.7 | 34.7 | 16.3 | -18.4 | -17.4 | -20.9 | -36.3 |
| $\Delta E_{3(\text { ZPE })}$ |  | 21.3 | -12.9 | 29.5 | -3.4 | 35.5 | 17.8 | -17.9 | -17.4 | -19.8 | -33.9 |
| $\Delta G_{3}^{\circ}$ |  | 27.1 | -3.3 | 25.1 | 3.2 | 34.0 | 14.9 | -17.8 | -15.8 | -24.6 | -41.0 |
| $\Delta E_{3}$ | TAP-C ${ }^{5}$ | 0.0 | -11.9 | 0.4 | -6.4 | 32.2 | 6.7 | -14.7 | -15.2 | 15.1 | -39.6 |
| $\Delta E_{3(\text { ZPE })}$ |  | 0.0 | -13.8 | 0.5 | -8.7 | 32.5 | 8.5 | -13.0 | -15.4 | 15.4 | -36.8 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | -5.3 | 0.3 | 2.5 | 33.7 | 5.2 | -19.3 | -13.1 | 13.2 | -47.2 |
| $\Delta E_{3}$ | TAP-N | 0.0 | -8.1 | 27.2 | 9.0 | 34.1 | 13.9 | -17.8 | -3.2 | 9.9 | -16.0 |
| $\Delta E_{3(\text { ZPE })}$ |  | 0.0 | -8.0 | 29.0 | 8.8 | 34.8 | 15.2 | -17.9 | -3.2 | 10.9 | -13.4 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | -10.5 | 23.3 | 8.2 | 34.6 | 13.0 | -16.1 | -1.6 | 6.5 | -21.6 |
| $\Delta E_{3}$ | BA-C ${ }^{5}$ | 0.0 | -78.3 | -73.4 | -16.1 | 11.9 | 23.2 | 6.9 | -19.7 | 15.3 | -27.9 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 0.0 | -82.2 | -74.4 | -16.6 | 12.4 | 23.7 | 6.6 | -19.3 | 14.4 | -25.3 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | -66.2 | -68.7 | -13.4 | 8.8 | 21.8 | 5.4 | -18.8 | 15.8 | -33.6 |
| $\Delta E_{3}$ | BA-N | 52.9 | -10.2 | -27.3 | -4.0 | 37.7 | 19.8 | -13.1 | -13.8 | -15.8 | -22.1 |
| $\Delta E_{3(\text { ZPE })}$ |  | 55.2 | -10.2 | -27.7 | -3.5 | 38.6 | 15.2 | -13.0 | -13.3 | -15.0 | -20.0 |
| $\Delta G_{3}^{\circ}$ |  | 44.3 | -11.6 | -21.8 | -5.6 | 35.6 | 34.2 | -11.9 | -13.9 | -18.6 | -26.5 |
| $\Delta E_{3}$ | CA | 26.0 | 0.0 | -14.9 | -5.6 | 37.1 | -210.6 | -11.4 | -11.8 | -15.5 | -20.9 |
| $\Delta E_{3(\mathrm{ZPE})}$ |  | 27.7 | 0.0 | -16.7 | -5.4 | 38.1 | -212.7 | -11.3 | -11.8 | -14.7 | -19.3 |
| $\Delta G_{3}^{\circ}$ |  | 17.5 | 0.0 | -7.1 | -7.3 | 34.8 | -202.9 | -10.2 | -10.5 | -18.6 | -24.0 |
| $\Delta E_{3}$ | MM | 0.0 | -10.8 | 15.2 | 3.3 | 33.7 | 11.6 | -7.4 | -5.1 | -7.9 | -17.4 |
| $\Delta E_{3}(\mathrm{ZPE})$ |  | 0.0 | -9.9 | 13.2 | 2.1 | 34.1 | 13.9 | -7.2 | -5.0 | -6.8 | -15.0 |
| $\Delta G_{3}^{\circ}$ |  | 0.0 | -13.9 | 25.4 | 6.0 | 34.6 | 7.5 | -6.2 | -3.8 | -12.1 | -22.5 |
| $\Delta E_{4}$ | A | 29.4 | -2.0 | 22.7 | -4.9 | -3.2 | 0.4 | 18.4 | 12.2 | 24.2 | 22.0 |
| $\Delta E_{4(\text { (ZPE })}$ |  | 30.0 | 0.4 | 24.4 | -2.4 | -3.8 | 0.0 | 18.2 | 12.1 | 24.6 | 21.6 |
| $\Delta G_{4}^{\circ}$ |  | 29.5 | -9.3 | 21.5 | -14.1 | -1.4 | 0.1 | 20.6 | 12.4 | 24.0 | 23.2 |
| $\Delta E_{4}$ | G | -6.8 | -8.2 | 44.7 | 6.9 | 8.5 | 0.3 | 37.4 | 6.5 | 13.6 | 22.7 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -6.3 | -8.7 | 45.8 | 8.1 | 8.6 | 0.1 | 38.1 | 7.1 | 13.9 | 21.9 |
| $\Delta G_{4}^{\circ}$ |  | -5.9 | -5.2 | 43.4 | 8.9 | 8.9 | -0.2 | 30.0 | 1.2 | 8.6 | 26.5 |
| $\Delta E_{4}$ | C | 14.3 | 10.5 | -0.5 | -5.7 | -7.0 | 5.7 | 29.1 | 20.9 | 38.5 | 23.0 |
| $\Delta E_{4(\text { (ZPE })}$ |  | 15.0 | 14.1 | -1.1 | -3.8 | -8.0 | 3.7 | 29.1 | 21.2 | 39.2 | 23.4 |
| $\Delta G_{4}^{\circ}$ |  | 13.3 | 0.7 | 3.2 | -11.2 | -2.7 | 12.0 | 30.4 | 21.1 | 36.7 | 22.4 |
| $\Delta E_{4}$ | T | 20.0 | 8.8 | 3.9 | -13.7 | -6.4 | 0.9 | 27.7 | 22.6 | 34.7 | 30.9 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 20.7 | 11.6 | 3.5 | -11.3 | -6.8 | 0.1 | 27.8 | 22.5 | 35.4 | 30.4 |
| $\Delta G_{4}^{\circ}$ |  | 19.5 | 0.8 | 1.6 | -22.5 | -5.2 | 2.9 | 28.4 | 23.5 | 32.8 | 32.0 |
| $\Delta E_{4}$ | U | 0.9 | 16.3 | -10.2 | -14.6 | -6.8 | 0.0 | 26.5 | 21.8 | 34.8 | 32.3 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 2.8 | 19.6 | -10.3 | -12.3 | -7.3 | -0.6 | 26.5 | 21.8 | 35.5 | 31.9 |
| $\Delta G_{4}^{\circ}$ |  | -4.5 | 8.0 | -7.5 | -23.2 | -5.5 | 1.0 | 27.6 | 23.1 | 32.8 | 33.5 |
| $\Delta E_{4}$ | TAP-C ${ }^{5}$ | 4.2 | 22.9 | -24.6 | 5.9 | 16.0 | 20.0 | 16.0 | 19.3 | -7.9 | 25.9 |
| $\Delta E_{4(\mathrm{ZPE})}$ |  | 4.0 | 26.1 | -23.9 | 9.4 | 15.0 | 18.4 | 14.5 | 19.6 | -6.7 | 26.2 |
| $\Delta G_{4}^{\circ}$ |  | 4.9 | 11.5 | -26.3 | -5.7 | 18.4 | 24.8 | 21.3 | 19.7 | -10.4 | 25.9 |


|  |  | 2dRibf ${ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | Rib $^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{RU}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{4}$ | TAP-N | -5.8 | 5.0 | 0.0 | -2.7 | -10.7 | 14.9 | 31.7 | -5.8 | 9.0 | 15.2 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -6.7 | 4.3 | -1.1 | -2.2 | -11.7 | 14.0 | 33.4 | -4.8 | 9.3 | 14.8 |
| $\Delta G_{4}^{\circ}$ |  | 0.2 | 8.5 | 9.1 | -5.3 | -6.1 | 17.6 | 23.6 | -11.6 | 8.9 | 16.1 |
| $\Delta E_{4}$ | BA-C ${ }^{5}$ | -18.1 | 79.4 | 25.2 | 32.5 | -29.6 | 5.1 | 4.0 | 22.2 | 41.3 | 14.0 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -18.0 | 85.1 | 26.1 | 34.8 | -30.8 | 3.6 | 5.0 | 22.4 | 42.3 | 13.4 |
| $\Delta G_{4}^{\circ}$ |  | -18.3 | 62.1 | 23.1 | 26.5 | -24.9 | 9.8 | 4.1 | 21.3 | 40.1 | 15.2 |
| $\Delta E_{4}$ | BA-N | -63.7 | 10.4 | 4.6 | 2.6 | -4.2 | 19.3 | 6.0 | 16.1 | -9.7 | -5.4 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -66.1 | 10.7 | 4.4 | 4.2 | -4.7 | 23.2 | 6.2 | 16.0 | -9.5 | -5.0 |
| $\Delta G_{4}^{\circ}$ |  | -52.7 | 10.4 | 4.2 | 0.8 | -2.2 | 9.3 | 7.1 | 16.5 | -9.8 | -6.8 |
| $\Delta E_{4}$ | CA | -34.8 | 4.8 | -15.2 | -0.0 | -4.9 | 242.5 | 3.9 | 14.0 | -10.4 | -4.0 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | -36.5 | 6.1 | -17.7 | 1.4 | -5.5 | 245.1 | 3.9 | 14.4 | -10.1 | -3.8 |
| $\Delta G_{4}^{\circ}$ |  | -27.9 | 0.3 | -14.9 | -1.6 | -2.7 | 234.8 | 5.0 | 13.7 | -11.0 | -4.2 |
| $\Delta E_{4}$ | MM | 16.4 | 5.7 | 0.9 | -9.3 | -13.4 | 20.8 | -9.2 | -8.4 | 18.3 | 16.9 |
| $\Delta E_{4}(\mathrm{ZPE})$ |  | 15.9 | 4.9 | 1.4 | -8.1 | -12.1 | 19.0 | -6.5 | -7.1 | 18.8 | 16.7 |
| $\Delta G_{4}^{\circ}$ |  | 18.8 | 8.4 | -0.5 | -11.1 | -20.0 | 26.2 | -18.6 | -14.0 | 17.2 | 17.3 |
| $\Delta E_{5}$ | A | 29.4 | -3.8 | 32.2 | 4.8 | 340.4 | 28.9 | 3.5 | 3.5 | 9.7 | -5.0 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 30.0 | -3.2 | 31.8 | 6.6 | 341.9 | 29.1 | 3.8 | 3.8 | 11.4 | -2.9 |
| $\Delta G_{5}^{\circ}$ |  | 29.5 | -3.8 | 37.6 | 2.6 | 342.7 | 27.8 | 5.6 | 4.0 | 3.7 | -9.5 |
| $\Delta E_{5}$ | G | -6.8 | -12.3 | 10.4 | -1.4 | 357.3 | 29.9 | 22.2 | -2.2 | -2.3 | -6.1 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -6.3 | -12.8 | 12.6 | -2.1 | 360.6 | 30.2 | 23.6 | -1.4 | -0.8 | -4.1 |
| $\Delta G_{5}^{\circ}$ |  | -5.9 | -8.8 | 6.6 | 4.7 | 348.3 | 28.9 | 15.3 | -6.1 | -12.4 | -9.3 |
| $\Delta E_{5}$ | C | 14.3 | 8.7 | 5.9 | -6.4 | 29.0 | 33.9 | 11.5 | 4.4 | 20.6 | -3.4 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 15.0 | 10.3 | 4.6 | -6.2 | 28.8 | 32.2 | 12.0 | 4.5 | 22.5 | -1.5 |
| $\Delta G_{5}^{\circ}$ |  | 13.3 | 7.2 | 12.6 | -3.9 | 32.9 | 42.6 | 12.8 | 6.2 | 15.4 | -7.3 |
| $\Delta E_{5}$ | T | 20.0 | 8.4 | 21.9 | -15.0 | 28.3 | 35.6 | 8.8 | 4.0 | 13.8 | -5.2 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 20.7 | 10.0 | 20.9 | -13.5 | 28.7 | 35.0 | 9.2 | 4.3 | 15.5 | -3.1 |
| $\Delta G_{5}^{\circ}$ |  | 19.5 | 5.9 | 28.2 | -17.5 | 29.0 | 39.5 | 10.5 | 4.3 | 8.4 | -9.8 |
| $\Delta E_{5}$ | U | 23.4 | 5.6 | 18.5 | -17.4 | 27.8 | 16.3 | 8.1 | 4.4 | 13.9 | -4.0 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 24.1 | 6.6 | 19.1 | -15.7 | 28.2 | 17.2 | 8.6 | 4.4 | 15.7 | -2.0 |
| $\Delta G_{5}^{\circ}$ |  | 22.6 | 4.8 | 17.6 | -20.0 | 28.5 | 15.9 | 9.9 | 7.3 | 8.2 | -7.6 |
| $\Delta E_{5}$ | TAP-C ${ }^{5}$ | 4.2 | 11.0 | -24.2 | -0.5 | 48.1 | 26.7 | 1.3 | 4.1 | 7.2 | -13.7 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 4.0 | 12.3 | -23.4 | 0.8 | 47.5 | 27.0 | 1.5 | 4.2 | 8.8 | -10.6 |
| $\Delta G_{5}^{\circ}$ |  | 4.9 | 6.2 | -26.0 | -3.2 | 52.1 | 30.0 | 2.0 | 6.5 | 2.8 | -21.3 |
| $\Delta E_{5}$ | TAP-N | -5.8 | -3.1 | 27.2 | 6.3 | 23.4 | 28.8 | 13.8 | -9.0 | 18.9 | -0.8 |
| $\Delta E_{5}(\mathrm{ZPE})$ |  | -6.7 | -3.6 | 27.9 | 6.6 | 23.1 | 29.2 | 15.5 | -8.0 | 20.2 | 1.4 |
| $\Delta G_{5}^{\circ}$ |  | 0.2 | -2.1 | 32.4 | 2.9 | 28.5 | 30.6 | 7.5 | -13.2 | 15.4 | -5.5 |
| $\Delta E_{5}$ | BA-C ${ }^{5}$ | -18.1 | 1.1 | -48.2 | 16.4 | -17.6 | 28.4 | 10.9 | 2.5 | 56.6 | -13.9 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -18.0 | 2.8 | -48.3 | 18.1 | -18.4 | 27.3 | 11.6 | 3.1 | 56.7 | -11.9 |
| $\Delta G_{5}^{\circ}$ |  | -18.3 | -4.1 | -45.6 | 13.1 | -16.1 | 31.6 | 9.5 | 2.5 | 55.9 | -18.3 |
| $\Delta E_{5}$ | BA-N | -10.8 | 0.2 | -22.7 | -1.4 | 33.5 | 39.2 | -7.1 | 2.3 | -25.5 | -27.5 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | -10.9 | 0.5 | -23.3 | 0.8 | 33.9 | 38.4 | -6.8 | 2.8 | -24.5 | -25.0 |
| $\Delta G_{5}^{\circ}$ |  | -8.4 | -1.3 | -17.6 | -4.8 | 33.3 | 43.5 | -4.8 | 2.7 | -28.4 | -33.3 |
| $\Delta E_{5}$ | CA | -8.8 | 4.8 | -30.1 | -5.6 | 32.2 | 31.9 | -7.5 | 2.2 | -25.9 | -24.9 |
| $\Delta E_{5}(\mathrm{ZPE})$ |  | -8.8 | 6.1 | -34.3 | -4.0 | 32.6 | 32.4 | -7.4 | 2.6 | -24.8 | -23.2 |
| $\Delta G_{5}^{\circ}$ |  | -10.4 | 0.3 | -22.0 | -8.9 | 32.1 | 31.8 | -5.3 | 3.2 | -29.6 | -28.2 |
| $\Delta E_{5}$ | MM | 16.4 | -5.1 | 16.1 | -6.0 | 20.2 | 32.5 | -16.6 | -13.5 | 10.4 | -0.5 |
| $\Delta E_{5(\mathrm{ZPE})}$ |  | 15.9 | -5.1 | 14.5 | -6.0 | 22.0 | 32.9 | -13.7 | -12.1 | 12.1 | 1.7 |
| $\Delta G_{5}^{\circ}$ |  | 18.8 | -5.5 | 24.9 | -5.2 | 14.6 | 33.7 | -24.7 | -17.8 | 5.1 | -5.2 |
| $\Delta E_{6}$ | A | -22.3 | -4.1 | -27.5 | 7.8 | 3.2 | 28.6 | -12.1 | 17.1 | -0.4 | 3.5 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | -22.6 | -4.4 | -29.8 | 6.7 | 3.8 | 29.6 | -12.5 | 15.7 | 1.0 | 4.9 |
| $\Delta G_{6}^{\circ}$ |  | -26.2 | -4.6 | -23.5 | 14.1 | 1.4 | 30.5 | -9.6 | 22.0 | -5.1 | -0.5 |
| $\Delta E_{6}$ | G | 15.0 | 2.3 | -46.2 | 1.0 | -8.5 | 21.1 | -10.1 | -1.1 | -19.6 | -15.3 |
| $\Delta E_{6}(\mathrm{ZPE})$ |  | 14.7 | 5.1 | -47.3 | 1.0 | -8.6 | 19.4 | -11.0 | -4.9 | -19.2 | -16.0 |
| $\Delta G_{6}^{\circ}$ |  | 11.6 | -8.6 | -44.6 | -2.6 | -8.9 | 31.0 | -1.0 | 12.1 | -16.3 | -11.2 |
| $\Delta E_{6}$ | C | 4.7 | -6.8 | 34.4 | 13.1 | 7.0 | 20.5 | -1.7 | 13.5 | -20.5 | 0.3 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 4.7 | -8.7 | 34.6 | 14.9 | 8.0 | 20.8 | -1.4 | 12.3 | -19.8 | 1.5 |
| $\Delta G_{6}^{\circ}$ |  | -0.4 | -2.0 | 34.2 | 9.4 | 2.7 | 22.7 | -2.0 | 18.0 | -22.1 | -2.5 |


|  | $\mathrm{RU}^{(1)}$ | 2dRibf ${ }^{(4)}$ |  | Ribf ${ }^{(5)}$ |  | Tho ${ }^{(6)}$ |  | $\underline{\text { 2dRib }}{ }^{(7)}$ |  | $\underline{R i b}^{(8)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac | solv | vac | solv | vac | solv | vac | solv |
| $\Delta E_{6}$ | T | -6.1 | -6.0 | 35.5 | 5.0 | 6.4 | 19.9 | -16.2 | 11.9 | -10.6 | -9.0 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | -4.9 | -7.0 | 35.1 | 4.0 | 6.8 | 22.0 | -16.7 | 10.8 | -9.6 | -6.9 |
| $\Delta G_{6}^{\circ}$ |  | -12.4 | -3.8 | 40.4 | 7.8 | 5.2 | 15.0 | -14.0 | 16.0 | -13.7 | -13.7 |
| $\Delta E_{6}$ | U | 12.2 | -13.7 | 48.6 | 5.8 | 6.8 | 32.8 | -15.7 | -0.2 | -10.9 | -10.6 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 12.1 | -15.3 | 48.6 | 4.8 | 7.3 | 32.2 | -16.2 | -0.6 | -9.9 | -8.6 |
| $\Delta G_{6}^{\circ}$ |  | 10.7 | -11.0 | 49.3 | 9.6 | 5.5 | 39.3 | -13.5 | 1.5 | -13.8 | -15.2 |
| $\Delta E_{6}$ | TAP-C ${ }^{5}$ | -13.6 | 1.0 | 26.7 | 2.1 | -16.0 | 8.7 | -3.0 | 21.8 | 39.6 | 11.7 |
| $\Delta E_{\text {( }}(\mathrm{ZPE})$ |  | -13.7 | 0.3 | 27.5 | 0.2 | -15.0 | 8.3 | -3.2 | 18.7 | 40.3 | 13.1 |
| $\Delta G_{6}^{\circ}$ |  | -17.7 | 5.6 | 27.0 | 10.9 | -18.4 | 10.8 | -6.4 | 28.9 | 36.2 | 7.1 |
| $\Delta E_{6}$ | TAP-N | 7.8 | 0.5 | -5.5 | 15.3 | 10.7 | 2.7 | -19.7 | 1.1 | -12.9 | -10.8 |
| $\Delta E_{\text {( }}(\mathrm{ZPE})$ |  | 8.5 | 2.7 | -4.5 | 16.7 | 11.7 | 4.5 | -20.7 | 0.3 | -11.8 | -8.6 |
| $\Delta G_{6}^{\circ}$ |  | 1.4 | -10.9 | -14.0 | 6.2 | 6.1 | -1.6 | -16.4 | 2.7 | -16.4 | -16.7 |
| $\Delta E_{6}$ | BA-C ${ }^{5}$ | 92.0 | -14.0 | -43.6 | 51.9 | 29.6 | -36.8 | -23.0 | 8.0 | -37.2 | -50.8 |
| $\Delta E_{\text {( }}(\mathrm{ZPE})$ |  | 93.1 | -15.4 | -44.7 | 53.2 | 30.8 | -39.6 | -23.7 | 6.1 | -35.8 | -51.9 |
| $\Delta G_{6}^{\circ}$ |  | 88.2 | -8.8 | -38.8 | 48.4 | 24.9 | -29.2 | -24.7 | 13.2 | -41.1 | -48.1 |
| $\Delta E_{6}$ | BA-N | 58.3 | -13.0 | -9.5 | 5.1 | 4.2 | 7.0 | 16.4 | 10.3 | 19.3 | 17.1 |
| $\Delta E_{\text {( }}$ (ZPE) |  | 60.7 | -12.9 | -9.5 | 5.1 | 4.7 | 2.7 | 15.9 | 8.8 | 20.5 | 17.2 |
| $\Delta G_{6}^{\circ}$ |  | 49.1 | -15.7 | -8.5 | 3.5 | 2.2 | 21.1 | 18.6 | 14.4 | 14.0 | 17.7 |
| $\Delta E_{6}$ | CA | 9.0 | -2.3 | 12.6 | 14.3 | 4.9 | -212.6 | 16.6 | 16.1 | 17.0 | 39.0 |
| $\Delta E_{6(\mathrm{ZPE})}$ |  | 10.6 | -2.2 | 13.0 | 15.1 | 5.5 | -215.4 | 16.1 | 14.6 | 17.7 | 40.2 |
| $\Delta G_{6}^{\circ}$ |  | 2.2 | -2.3 | 10.6 | 10.9 | 2.7 | -201.2 | 19.0 | 19.7 | 14.6 | 35.8 |
| $\Delta E_{6}$ | MM | 9.4 | -2.9 | -5.9 | 11.7 | 13.4 | 9.3 | -15.3 | 14.2 | -22.9 | 6.8 |
| $\Delta E_{\text {( }}$ (ZPE) |  | 12.5 | -0.5 | -5.8 | 11.5 | 12.1 | 9.8 | -16.2 | 10.2 | -22.1 | 5.4 |
| $\Delta G_{6}^{\circ}$ |  | 0.0 | -12.9 | -4.8 | 12.0 | 20.0 | 9.1 | -12.6 | 26.6 | -25.1 | 12.9 |

${ }^{(1)} \mathrm{TC}=$ unspecified Trifunctional Connector. ${ }^{(2)}$ Differences in $\Delta E, \Delta E_{\text {(ZPE) }}$, and $\Delta G^{\circ}$ in vacuum at the DFT level. ${ }^{(3)}$ Differences in $\Delta E, \Delta E(\mathrm{ZPE})$, and $\Delta G^{\circ}$ in solvent.

Table A3. $\%$ of free energies $\left(\Delta G^{\circ}\right)$ for the different pseudorotational equilibriums ( $\Delta G_{1}^{\circ}$ and $\Delta G_{3}^{\circ}$ ) and anomer-exchange reactions ( $\Delta G_{2}^{\circ}, \Delta G_{4}^{\circ}, \Delta G_{5}^{\circ}$ and $\Delta G_{6}^{\circ}$ ) within the intrinsic error of DFT-B3LYP/6-311++G $(d, p)\left(-17<\Delta G^{0}<17\right)$ and outside the error $\left(\Delta G^{\circ} \geq 17 \mathrm{~kJ} / \mathrm{mol}\right)$ and ( $\left.\Delta G^{\circ} \leq-17 \mathrm{~kJ} / \mathrm{mol}\right)$.



${ }^{(1)}$ Differences in $\Delta G^{\circ}$ in vacuum at the DFT level. ${ }^{(2)}$ Differences in $\Delta G^{\circ}$ in solvent. ${ }^{(3)}$ Nucleotides containing a TC that is a sugar with the hemiacetal 5-Member Ring (MR) or furanose form. ${ }^{(4)}$ Nucleotides containing a TC that is a sugar with the hemiacetal as a 6-Member Ring (MR) or pyranose form

Table A4. Gibbs $\left(\Delta G^{\circ}\right)$ energies at standard pressure and temperature in $\mathrm{kJ} / \mathrm{mol}$ for a hypothetical classic ( $\mathrm{a}+\mathrm{b}$ ) and alternative ( $\mathrm{c}+\mathrm{d}$ ) pathway leading to the 5 canonical and 6 non-canonical $\beta$ - and $\alpha$-, $\mathrm{HPO}_{3}-$ - and $\mathrm{HAsO}_{3}-$-nucleotides in vacuum and aqueous environment (From DFT calculations at the B3LYP/6-311++G $(d, p)$ level of theory, with aqueous solvation modeled with the IEFPCM model).

|  | vac. ${ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{R U}{ }^{(1)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathrm{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathrm{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ |  | classic path | $\underline{a+b)}$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |

$\mathrm{HPO}^{-}$

|  |  |  |  |  |  |  |  | $\underset{{ }^{2}}{ }{ }^{2} T_{3}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | 8.4 | -0.8 | -64.4 | -58.6 | -56.0 | -59.4 | -3.4 | 2.0 | -3.4 | 5.1 | -0.8 | 7.1 | -4.3 | -11.4 |
| G | -1.0 | -3.5 | -35.9 | -77.0 | -37.0 | -80.6 | -43.6 | -0.1 | 0.9 | 4.4 | -8.1 | 4.3 | -7.2 | -11.5 |
| C | 0.5 | 2.5 | -22.4 | -87.0 | -21.9 | -84.5 | -62.6 | 6.4 | 12.2 | 4.4 | 1.5 | 10.8 | 13.7 | 2.9 |
| T | 8.8 | -4.5 | -37.5 | -63.2 | -28.8 | -67.7 | -38.9 | 10.6 | 0.2 | 4.4 | 3.3 | 15.0 | 3.5 | -11.5 |
| U | 9.1 | -6.3 | -41.1 | -62.6 | -32.0 | -68.8 | -36.8 | 11.1 | 1.1 | 5.2 | 1.0 | 16.4 | 2.1 | -14.3 |
| TAP-C ${ }^{5}$ | 14.8 | -10.3 | -40.0 | -39.8 | -25.2 | -50.2 | -25.0 | 5.7 | -11.2 | 6.5 | 3.5 | 12.3 | -7.7 | -20.0 |
| TAP-N | 7.6 | -10.2 | -50.7 | -14.7 | -43.1 | -24.9 | 18.2 | -0.6 | -11.9 | 7.8 | 9.7 | 7.2 | -2.3 | -9.5 |
| BA-C ${ }^{5}$ | -17.8 | -35.7 | -110.8 | -111.2 | -128.6 | -146.9 | -18.3 | -9.8 | -8.6 | 2.4 | 2.5 | -7.5 | -6.1 | 1.4 |
| BA-N | 15.1 | 9.9 | -5.6 | -77.9 | 9.5 | -68.0 | -77.5 | 16.7 | 16.3 | 4.4 | -3.7 | 21.1 | 12.6 | -8.5 |
| CA | 16.2 | 10.8 | -22.8 | -53.6 | -6.6 | -42.8 | -36.2 | 17.9 | 15.3 | 4.4 | 5.0 | 22.2 | 20.4 | -1.8 |
| MM | 6.8 | 6.9 | -2.3 | $\begin{gathered} -43.9 \\ { }^{3} T_{2} \end{gathered}$ | 4.4 | -37.0 | -41.4 | 3.5 | 10.6 | 7.7 | ${ }^{-5.3}{ }^{3} T_{2}$ | 11.2 | 5.2 | -6.0 |
| A | -11.9 | -5.8 | -18.3 | -45.3 | -30.3 | -51.0 | -20.7 | -18.8 | -9.2 | 4.6 | 7.3 | -14.2 | -2.0 | 12.2 |
| G | -10.0 | -11.1 | -35.7 | -64.0 | -45.7 | -75.1 | -29.4 | -9.4 | -6.9 | 4.4 | 1.1 | -5.0 | -5.8 | -0.8 |
| C | -7.3 | -2.4 | -19.2 | -50.1 | -26.5 | -52.5 | -26.0 | -4.1 | -0.1 | 11.3 | 5.3 | 7.1 | 5.2 | -1.9 |
| T | 1.0 | -2.2 | -34.7 | -77.2 | -33.7 | -79.5 | -45.8 | 2.2 | 0.1 | 4.5 | 9.3 | 6.6 | 9.5 | 2.9 |
| U | 1.5 | -2.7 | -44.7 | -86.8 | -43.3 | -89.5 | -46.2 | 1.2 | 1.5 | 7.1 | -9.4 | 8.3 | -7.9 | -16.2 |
| TAP-C ${ }^{5}$ | -2.4 | 5.3 | -39.5 | -69.0 | -41.9 | -63.6 | -21.7 | -7.2 | -10.2 | 13.2 | 3.5 | 6.0 | -6.7 | -12.7 |


| $\mathbf{R U}{ }^{(1)}$ | $\underline{\text { vac. }}{ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| TAP-N | 0.5 | -10.8 | -54.8 | -28.2 | -54.2 | -39.0 | 15.2 | -9.8 | -9.9 | 7.8 | 9.6 | -2.0 | -0.3 | 1.7 |
| BA-C ${ }^{5}$ | -34.3 | -43.3 | -87.6 | -119.8 | -121.9 | -163.1 | -41.2 | -12.8 | -15.1 | 8.3 | 7.0 | -4.5 | -8.1 | -3.6 |
| BA-N | 6.4 | 7.7 | -4.3 | -72.9 | 2.1 | -65.2 | -67.3 | 12.3 | 10.3 | -4.6 | 6.7 | 7.7 | 17.0 | 9.3 |
| CA | 8.1 | 8.8 | -24.2 | -40.3 | -16.1 | -31.5 | -15.4 | 8.13 | 9.6 | -24.2 | 7.4 | -16.1 | 17.0 | 4.0 |
| MM | -4.6 | -2.2 | -0.4 | -56.1 | -5.0 | -58.3 | -53.3 | 69.7 | -10.5 | -56.7 | 8.5 | 13.0 | -2.0 | -0.2 |
| $\frac{\text { RNA }}{}\left(\text { Ribf }^{2} T_{3}^{(3)} \text {-RUs }\right)$ |  |  |  |  |  |  |  | $\underline{\text { RNA }}\left(\begin{array}{l} \text { Ribf-RUs) } \\ { }^{2} T_{3} \end{array}\right.$ |  |  |  |  |  |  |
| A | 0.2 | -11.5 | -36.6 | -33.9 | -36.5 | -45.4 | -8.9 | -1.3 | -18.6 | 4.4 | 15.1 | 3.1 | -3.5 | -6.6 |
| G | 3.5 | -13.7 | -40.9 | -65.0 | -37.4 | -78.6 | -41.2 | 0.0 | -14.8 | 5.9 | 8.4 | 6.0 | -6.4 | -12.4 |
| C | -8.6 | -16.5 | -27.9 | -48.6 | -36.5 | -65.1 | -28.6 | 85.6 | -2.6 | -70.0 | 1.8 | 15.5 | -0.8 | -16.3 |
| T | 4.2 | -2.7 | -50.9 | -59.3 | -46.7 | -62.0 | -15.3 | 15.6 | 2.8 | 3.1 | -2.8 | 18.7 | 0.0 | -18.7 |
| U | 3.6 | -2.4 | -54.1 | -59.2 | -50.5 | -61.6 | -11.1 | 18.4 | 2.2 | 4.2 | -0.9 | 22.7 | 1.3 | -21.4 |
| TAP-C ${ }^{5}$ | 12.5 | -4.1 | -36.5 | -56.9 | -24.0 | -61.0 | -37.0 | 9.0 | -6.6 | -1.4 | -3.0 | 7.6 | -9.6 | -17.2 |
| TAP-N | -3.5 | -4.8 | -61.7 | -19.2 | -65.2 | -23.9 | 41.3 | 2.7 | -15.0 | 8.2 | 5.8 | 10.8 | -9.2 | -20.0 |
| BA-C ${ }^{5}$ | -32.7 | -50.7 | -121.3 | -103.4 | -154.0 | -154.1 | -0.1 | -8.2 | -26.5 | 3.7 | 14.2 | -4.4 | -12.3 | -7.9 |
| BA-N | 16.2 | 11.6 | -33.8 | -67.7 | -17.6 | -56.1 | -38.5 | 20.1 | 2.6 | 6.8 | 7.8 | 26.9 | 10.4 | -16.5 |
| CA | 20.5 | 10.7 | -63.0 | -55.8 | -42.5 | -45.1 | -2.6 | 26.8 | 9.1 | 2.7 | 1.1 | 29.5 | 10.2 | -19.3 |
| ${ }^{3} T_{2}$ |  |  |  |  |  |  |  | -8.7 | -6.9 | 7.0 | ${ }^{9.3}{ }^{3} T_{2}$ | -1.7 | 2.4 | 4.1 |
| A | 0.9 | -14.8 | -24.8 | -34.6 | -23.9 | -49.4 | -25.5 | -2.9 | -9.8 | 5.1 | 5.7 | 2.2 | -4.1 | -6.3 |
| G | 2.9 | -10.5 | -76.2 | -27.2 | -73.3 | -37.7 | 35.6 | -2.7 | -8.5 | 8.4 | 1.8 | 5.7 | -6.7 | -12.4 |
| C | -4.0 | -17.8 | -30.2 | -41.8 | -34.2 | -59.6 | -25.4 | 9.2 | -5.3 | 6.0 | 2.2 | 15.2 | -3.1 | -18.3 |
| T | 8.9 | -3.3 | -40.5 | -53.1 | -31.6 | -56.4 | -24.8 | 15.6 | 3.1 | 7.0 | 6.0 | 22.6 | 9.1 | -13.5 |
| U | 8.4 | -3.4 | -94.1 | -61.9 | -85.7 | -65.3 | 20.4 | 16.6 | 3.6 | 5.8 | 2.1 | 22.4 | 5.7 | -16.7 |
| TAP-C ${ }^{5}$ | -3.0 | -8.0 | -12.8 | -56.9 | -15.8 | -65.0 | -49.2 | 15.8 | -15.2 | -2.3 | 4.4 | 13.5 | -10.9 | -24.4 |
| TAP-N | 8.7 | -3.0 | -52.9 | -75.3 | -44.3 | -78.3 | -34.0 | -0.7 | -11.3 | 10.9 | 6.7 | 10.2 | -4.6 | -14.8 |
| BA-C ${ }^{5}$ | -36.0 | -48.1 | -96.3 | -112.2 | -132.3 | -160.4 | -28.1 | -14.7 | -22.1 | 7.6 | 8.0 | -7.2 | -14.1 | -6.9 |
| BA-N | 18.0 | 11.3 | 3.3 | -76.5 | 21.3 | -65.2 | -86.5 | 18.4 | 6.7 | 8.2 | 4.1 | 26.6 | 10.8 | -15.8 |
| CA | 22.6 | 12.0 | -51.7 | -52.4 | -29.1 | -40.4 | -11.3 | 23.0 | 7.0 | 6.2 | 6.2 | 29.2 | 13.2 | -16.0 |


| $\mathbf{R} \mathbf{U}^{(1)}$ | $\underline{v a c} .^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| MM | 2.9 | -13.9 | -33.8 | -20.7 | -30.9 | -34.6 | -3.7 | -2.4 | -11.4 | 7.3 | 1.6 | 4.9 | -9.8 | -14.7 |
|  | $\underline{\text { TNA }}\left({ }_{2}^{2} T_{3}{ }^{(4)}\right. \text {-RUs) }$ |  |  |  |  |  |  | $\text { TNA (Tho-RUs) }{ }_{{ }^{2} T_{3}}^{(T)}$ |  |  |  |  |  |  |
| A | 18.8 | -4.4 | -43.9 | -32.6 | -25.1 | -37.0 | -11.9 | -5.7 | -39.7 | -5.4 | -2.7 | -11.1 | -42.4 | -31.4 |
| G | 15.6 | -3.4 | -87.4 | -42.5 | -71.8 | -45.9 | 25.9 | -2.4 | -41.1 | 10.7 | -1.1 | 8.3 | -42.2 | -50.5 |
| C | 3.0 | -3.4 | -42.5 | -21.3 | -39.5 | -24.7 | 14.8 | 7.8 | -30.7 | -8.5 | 0.9 | -0.8 | -29.8 | -29.0 |
| T | 14.6 | 6.6 | -70.4 | -41.2 | -55.8 | -34.6 | 21.2 | 12.9 | -28.3 | -10.3 | -5.4 | 2.5 | -33.7 | -36.2 |
| U | 15.4 | 7.3 | -74.3 | -44.6 | -58.9 | -37.3 | 21.6 | 13.4 | -28.8 | -13.7 | -6.8 | -0.3 | -35.7 | -35.4 |
| TAP-C ${ }^{5}$ | 12.7 | -10.0 | -36.0 | -56.7 | -23.3 | -66.7 | -43.4 | -0.3 | -34.3 | 6.4 | 0.4 | 6.1 | -33.8 | -40.0 |
| TAP-N | 10.6 | -7.5 | -37.6 | -49.1 | -27.0 | -56.6 | -29.6 | -1.6 | -44.3 | -16.6 | -1.0 | -18.2 | -45.3 | -27.1 |
| BA-C ${ }^{5}$ | -37.1 | -48.5 | -57.6 | -59.3 | -94.7 | -107.8 | -13.1 | -14.5 | -52.1 | -9.1 | 0.6 | -23.5 | -51.5 | -28.0 |
| BA-N | 22.7 | 11.8 | -45.8 | -11.7 | -23.1 | 0.1 | 23.2 | 17.3 | -20.5 | 13.9 | -1.2 | 31.2 | -21.7 | -52.8 |
| CA | 29.5 | 13.3 | -75.2 | -31.3 | -45.7 | -18.0 | 27.7 | 19.2 | -19.9 | -14.4 | -0.4 | 4.9 | -20.3 | -25.1 |
| MM | ${ }^{3} T_{2}$ |  |  |  |  |  |  | ${ }^{3} T_{2}$ |  |  |  |  |  |  |
| A | -10.6 | -3.6 | -55.8 | -49.3 | -66.3 | -53.0 | 13.3 | -8.1 | -6.9 | -10.7 | 9.0 | -18.8 | 2.1 | 20.9 |
| G | -6.2 | 1.7 | -67.4 | -71.7 | -73.6 | -70.1 | 3.5 | -4.6 | -2.9 | -14.1 | 2.6 | -18.8 | -0.2 | 18.5 |
| C | -16.5 | -7.9 | -21.4 | -51.3 | -37.9 | -59.2 | -21.3 | -6.6 | -2.1 | 0.7 | 4.1 | -5.9 | 2.1 | 8.0 |
| T | -4.1 | 3.1 | -66.7 | -75.1 | -70.8 | -72.0 | -1.2 | -1.5 | 4.8 | -4.2 | 6.2 | -5.7 | 11.0 | 16.6 |
| U | -4.5 | 2.6 | -69.0 | -77.6 | -73.5 | -75.0 | -1.5 | -0.6 | 5.6 | -5.6 | -6.8 | -6.2 | -1.2 | 5.0 |
| TAP-C ${ }^{5}$ | -8.3 | -5.1 | -70.6 | -51.9 | -78.9 | -57.0 | 21.9 | -14.0 | 0.2 | -14.4 | 0.4 | -28.4 | 0.6 | 29.0 |
| TAP-N | -1.1 | 2.2 | -60.1 | -49.1 | -61.2 | -46.9 | 14.3 | -9.7 | -12.5 | -14.2 | -14.7 | -23.9 | -27.2 | -3.3 |
| BA-C ${ }^{5}$ | -49.7 | -38.8 | -46.8 | -59.3 | -96.5 | -98.2 | -1.7 | -27.8 | -17.6 | 0.5 | 0.6 | -27.3 | -17.0 | 10.3 |
| BA-N | 20.3 | 19.2 | -46.4 | -9.5 | -26.0 | 9.8 | 35.8 | 3.5 | 14.0 | -1.2 | -1.2 | 2.3 | 12.8 | 10.5 |
| CA | 19.7 | 19.6 | -66.9 | -24.5 | -47.1 | -4.9 | 42.2 | 5.3 | 14.6 | -6.3 | -0.4 | -1.0 | 14.2 | 15.2 |
| MM | -5.7 | -1.3 | -45.8 | -53.7 | -51.4 | -55.0 | -3.6 | -11.8 | -14.8 | 14.8 | 0.5 | 3.1 | -14.2 | -17.3 |


| $\mathbf{R U}{ }^{(1)}$ | $\underline{v a c}{ }^{(12)}$ |  |  |  |  |  |  | $\underline{\text { solv. }}{ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  |  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ |  | $\beta$ | $\alpha$ | $\beta$ |  |
|  | $p \text {-DNA }\left({ }^{1} \mathbf{d R i b}^{1} C_{4}{ }^{(9)}\right)$ |  |  |  |  |  |  | $\frac{p-\text { DNA }}{}\left({ }^{2}{ }^{1} C_{4}\right.$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | 1.2 | 12.9 | -47.0 | -47.6 | -45.9 | -34.7 | 11.2 | 1.0 | 8.2 | -6.3 | -8.8 | -5.3 | -0.5 | 4.8 |
| G | -0.1 | 12.2 | -60.0 | -58.5 | -60.1 | -46.3 | 13.8 | -0.8 | 6.9 | 1.9 | -3.5 | 1.0 | 3.3 | 2.3 |
| C | 6.6 | 21.6 | -58.1 | -30.7 | -51.5 | -9.1 | 42.4 | 15.1 | 23.3 | -4.2 | -7.3 | 10.9 | 16.1 | 5.2 |
| T | 2.5 | 26.2 | -64.3 | -49.9 | -61.9 | -23.7 | 38.2 | 6.4 | 24.2 | -9.4 | -8.2 | -3.0 | 16.0 | 19.0 |
| U | 1.8 | 26.6 | -65.7 | -53.6 | -63.9 | -27.0 | 36.9 | 7.0 | 23.5 | -9.4 | -4.1 | -2.4 | 19.4 | 21.8 |
| TAP-C ${ }^{5}$ | -4.4 | 20.7 | -44.0 | -44.1 | -48.4 | -23.5 | 24.9 | -5.2 | 24.0 | -6.4 | -5.0 | -11.5 | 18.9 | 30.4 |
| TAP-N | -6.0 | 1.5 | -41.6 | -41.8 | -47.7 | -40.3 | 7.4 | -8.2 | -2.3 | -5.6 | -3.3 | -13.8 | -5.6 | 8.2 |
| BA-C ${ }^{5}$ | -35.2 | -10.7 | -102.4 | -53.8 | -137.6 | -64.6 | 73.0 | -11.1 | 7.3 | 0.5 | 2.3 | -10.7 | 9.6 | 20.3 |
| BA-N | 11.2 | 33.8 | -15.4 | -29.6 | -4.3 | 4.1 | 8.4 | 21.1 | 35.2 | -4.5 | -3.0 | 16.6 | 32.3 | 15.7 |
| CA | 11.7 | 33.2 | -34.5 | -49.5 | -22.8 | -16.2 | 6.6 | 17.1 | 33.4 | -4.8 | -5.8 | 12.2 | 27.6 | 15.4 |
| MM | 8.3 | 7.1 | -45.6 | -35.5 | -37.3 | -28.5 | 8.8 | -7.9 | 0.8 | -4.5 | -5.9 | -12.5 | -5.1 | 7.4 |
|  | $\begin{array}{lllllll}8.3 & & \\ & & { }^{4} C_{1}{ }^{(10)}\end{array}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | 6.9 | -3.9 | -47.0 | -53.2 | -40.2 | -57.1 | -16.9 | 2.6 | -8.2 | 19.4 | 2.8 | 22.0 | -5.4 | -27.4 |
| G | 10.2 | -5.5 | -38.4 | -57.2 | -28.2 | -62.7 | -34.5 | 10.4 | -6.6 | 15.6 | -0.2 | 25.9 | -6.8 | -32.7 |
| C | 14.2 | -5.6 | -52.8 | -43.5 | -38.6 | -49.1 | -10.5 | 20.9 | 2.3 | 14.7 | -0.3 | 35.6 | 2.0 | -33.6 |
| T | 22.2 | -1.7 | -70.8 | -59.3 | -48.7 | -61.0 | -12.3 | 28.3 | 2.7 | 12.5 | -0.3 | 40.8 | 2.4 | -38.4 |
| U | 22.9 | -1.8 | -74.9 | -57.9 | -51.9 | -59.8 | -7.9 | 26.6 | 2.4 | 14.7 | 0.8 | 41.3 | 3.3 | -38.0 |
| TAP-C ${ }^{5}$ | 27.0 | -9.2 | 16.9 | -45.6 | 43.9 | -54.8 | -98.7 | 27.4 | -8.0 | 15.6 | 0.7 | 43.0 | -7.3 | -50.3 |
| TAP-N | 12.1 | -4.5 | -58.6 | -47.9 | -46.6 | -52.4 | -5.8 | 9.4 | -9.4 | -13.5 | 1.6 | -4.1 | -7.7 | -3.6 |
| BA-C ${ }^{5}$ | -21.7 | -43.8 | -35.6 | -54.3 | -57.3 | -98.1 | -40.8 | 5.7 | -10.4 | 20.0 | -0.3 | 25.8 | -10.7 | -36.5 |
| BA-N | 31.7 | 17.0 | 1.7 | -31.7 | 33.4 | -14.7 | -48.1 | 31.6 | 16.0 | 17.1 | 2.6 | 48.7 | 18.6 | -30.1 |
| CA | 34.6 | 15.4 | -31.8 | -45.8 | 2.8 | -30.4 | -33.2 | 33.5 | 16.9 | 16.2 | 1.3 | 49.7 | 18.2 | -31.4 |
| MM | 16.1 | -3.2 | -12.2 | -39.0 | 3.9 | -42.3 | -46.2 | 16.6 | -7.8 | 17.1 | 1.1 | 33.7 | -6.7 | -40.4 |
| $p \text {-RNA }\left({ }^{R_{1}} C_{4}{ }^{(6)}\right. \text {-RUs) }$ |  |  |  |  |  |  |  | $\stackrel{p-R N A}{ }{ }^{1} C_{4}(\text { Rib-RUs })$ |  |  |  |  |  |  |
| A | 3.5 | 14.1 | -61.3 | -43.2 | -57.8 | -29.1 | 28.7 | 2.6 | 12.0 | 3.3 | 5.7 | 5.9 | 17.7 | 11.8 |
| G | 3.5 | 13.9 | -62.5 | -55.7 | -59.0 | -41.8 | 17.2 | 1.3 | 14.1 | 5.4 | 4.8 | 6.7 | 18.9 | 12.2 |


| $\mathbf{R} \mathbf{U}^{(1)}$ | $\underline{v a c}{ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathrm{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathrm{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| C | 0.5 | 23.3 | -58.0 | -50.3 | -57.5 | -27.0 | 30.5 | 8.6 | 29.6 | 4.8 | 3.0 | 13.4 | 32.7 | 19.2 |
| T | 5.9 | 27.8 | -72.8 | -63.0 | -66.9 | -35.2 | 31.7 | 12.2 | 32.1 | 2.9 | 10.5 | 15.1 | 42.6 | 27.5 |
| U | 5.4 | 28.1 | -75.4 | -74.3 | -70.0 | -46.2 | 23.8 | 10.5 | 32.0 | 3.9 | 4.5 | 14.4 | 36.6 | 22.1 |
| TAP-C5 | 2.4 | 13.9 | -49.4 | -72.0 | -46.9 | -58.2 | -11.3 | 7.8 | 14.5 | -5.2 | -5.4 | 2.6 | 9.1 | 6.5 |
| TAP-N | -2.7 | 3.5 | -45.9 | -42.9 | -48.7 | -39.4 | 9.3 | -6.2 | 0.6 | 5.8 | 5.4 | -0.4 | 6.1 | 6.4 |
| BA-C ${ }^{5}$ | -35.6 | -14.9 | -109.0 | -46.4 | -144.6 | -61.3 | 83.3 | 1.4 | 12.1 | 12.7 | 5.8 | 14.1 | 17.9 | 3.8 |
| BA-N | 29.9 | 38.1 | -15.4 | -33.0 | 14.5 | 5.2 | -9.3 | 32.4 | 39.3 | 15.7 | -0.1 | 48.0 | 39.2 | -8.8 |
| CA | 31.7 | 38.0 | -37.2 | -56.4 | -5.5 | -18.5 | -13.0 | 35.4 | 37.6 | 9.7 | 2.7 | 45.1 | 40.3 | -4.8 |
| MM | -5.6 | 9.0 | -37.4 | -34.7 | -43.0 | -25.7 | 17.3 | -6.3 | 2.1 | 6.6 | 6.2 | 0.3 | 8.3 | 8.0 |
|  | 5.6  |  |  |  |  |  |  | $\begin{array}{llllllll}-6.3 & 2.1 & 6.6 & 6.2 & \\ & & C_{1} & & 0.3 & 8.3 & 8.0\end{array}$ |  |  |  |  |  |  |
| A | 8.9 | -9.7 | -37.8 | -22.5 | -28.9 | -32.2 | -3.3 | 12.0 | -9.8 | 11.9 | 9.3 | 23.9 | -0.5 | -24.4 |
| G | 16.2 | -3.0 | -50.4 | -67.5 | -34.3 | -70.5 | -36.2 | 15.4 | -6.9 | 4.6 | 14.0 | 20.0 | 7.1 | -12.9 |
| C | 13.3 | -11.0 | -37.5 | -40.2 | -24.2 | -51.2 | -27.0 | 28.8 | -0.7 | 13.6 | 9.7 | 42.4 | 9.0 | -33.4 |
| T | 27.0 | 4.4 | -32.2 | -70.0 | -5.2 | -65.7 | -60.5 | 37.3 | 1.2 | 12.8 | 8.7 | 50.0 | 10.0 | -40.1 |
| U | 28.0 | 4.2 | -36.5 | -72.7 | -8.5 | -68.5 | -60.0 | 36.2 | 2.7 | 16.7 | 11.7 | 52.9 | 14.4 | -38.5 |
| TAP-C5 | 24.1 | -9.0 | -62.8 | -30.0 | -38.8 | -39.0 | -0.2 | 28.0 | -14.0 | 16.1 | 11.2 | 44.1 | -2.8 | -46.9 |
| TAP-N | 0.7 | -4.1 | -59.9 | -25.3 | -59.3 | -29.4 | 29.9 | -1.1 | -10.4 | 22.3 | -2.6 | 21.2 | -13.0 | -34.1 |
| BA-C ${ }^{5}$ | -20.2 | -43.2 | -39.5 | -53.2 | -59.6 | -96.4 | -36.8 | 12.8 | -12.3 | 16.8 | 10.9 | 29.6 | -1.4 | -31.0 |
| BA-N | 34.9 | 23.5 | -0.8 | -11.0 | 34.0 | 12.5 | -21.5 | 38.8 | 11.9 | 10.8 | 13.1 | 49.7 | 25.0 | -24.7 |
| CA | 38.4 | 23.1 | -30.0 | -34.4 | 8.3 | -11.3 | -19.6 | 43.7 | 14.2 | 10.9 | -3.5 | 54.6 | 10.7 | -43.8 |
| MM | 16.8 | -7.2 | -24.9 | 11.2 | -8.0 | 4.1 | 12.1 | 16.2 | -9.3 | 11.4 | 12.9 | 27.6 | 3.6 | -24.1 |
|  | GNA (glycerol-RU) |  |  |  |  |  |  | GNA (glycerol-RU) |  |  |  |  |  |  |
| A | -27.1 |  | -53.2 |  | -80.3 |  | - | -28.6 |  | 3.2 |  | -25.4 |  | - |
| G | -25.7 |  | -51.4 |  | -77.1 |  | - | -24.8 |  | 1.3 |  | -23.5 |  | - |
| C | -16.3 |  | -46.3 |  | -62.7 |  | - | -17.8 |  | 1.7 |  | -16.2 |  | - |
| T | -16.8 |  | -68.7 |  | -85.5 |  | - |  |  |  |  |  |  | - |
| U | -16.4 |  | -72.4 |  | -88.8 |  | - |  |  |  |  |  |  | - |
| TAP-C ${ }^{5}$ | -19.1 |  | -61.5 |  | -80.7 |  | - | -32.5 |  | 1.5 |  | -31.0 |  | - |
|  |  |  |  |  |  |  | 409 |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(1)}$ | $\underline{\text { acc. }}{ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathrm{a}}{ }^{\circ}$ |  | $\Delta \boldsymbol{G}_{\text {b }}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
| TAP-N |  |  | -36.4 |  | -46.3 |  | - | -9.3 |  | -3.7 |  |  |  | - |
| BA-C ${ }^{5}$ |  |  | -121.6 |  | -177.3 |  | - | -42.8 |  | 2.0 |  | -13.1 |  | - |
| BA-N |  |  | -47.1 |  | -61.0 |  | - | -13.3 |  | 2.0 |  | -11.3 |  | - |
| CA |  |  | -47.6 |  | -60.3 |  | - | -8.9 |  | 1.4 |  | -7.5 |  | - |
| MM |  |  | -31.2 |  | -40.8 |  | - | -19.7 |  | 1.8 |  | -17.9 |  | - |
|  | GNA (glyceric acid-RU) |  |  |  |  |  |  | GNA (glyceric acid-RU) |  |  |  |  |  |  |
| A |  |  | -20.5 |  | 24.2 |  | - | 47.5 |  | -6.1 |  | 41.4 |  | - |
| G |  |  | -22.7 |  | 23.3 |  | - | 48.2 |  | -4.3 |  | 44.0 |  | - |
| C |  |  | -22.9 |  | 22.4 |  | - | 59.7 |  | -3.7 |  | 55.9 |  | - |
| T |  |  | -40.2 |  | 13.1 |  | - | 63.3 |  | -4.1 |  | 59.2 |  | - |
| U |  |  | -44.9 |  | 10.7 |  | - | 67.0 |  | -6.8 |  | 60.2 |  | - |
| TAP-C ${ }^{5}$ |  |  | -30.3 |  | -2.4 |  | - | 28.4 |  | 0.3 |  | 28.7 |  | - |
| TAP-N |  |  | -42.1 |  | -34.7 |  | - | 5.9 |  | -16.8 |  | -10.9 |  | - |
| BA-C ${ }^{5}$ |  |  | -35.1 |  | -44.2 |  | - | 44.9 |  | 0.0 |  | 44.9 |  | - |
| BA-N |  |  | -111.2 |  | -21.2 |  | - | 84.7 |  | -8.7 |  | 76.0 |  | - |
| CA |  |  | -60.4 |  | 34.5 |  | - | 90.3 |  | -12.0 |  | 78.2 |  | - |
| MM |  |  | 5.9 |  | 33.4 |  | - | 21.3 |  | 1.1 |  | 22.4 |  | - |
| UMP | -5.2 | -9.8 | $\mathrm{HAsO}_{3}$ |  |  |  |  | 1.8 | -0.9 | 8.1 | 7.0 | 9.9 | 6.1 | -3.8 |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
|  |  |  | $\frac{\text { DNA (2dRibf-RUs) }}{{ }^{2} T_{3}}$ |  |  |  |  | $\underset{\text { DNA (2dRibf-RUs) }}{{ }^{2} T_{3}}$ |  |  |  |  |  |  |
| A | 8.4 | -0.8 | -55.3 | -50.1 | -46.9 | -50.9 | -4.0 | 2.0 | -3.4 | 5.2 | 14.2 | 7.2 | 10.8 | 3.6 |
| G | -1.0 | -3.5 | -30.4 | -73.5 | -31.4 | -77.1 | -45.6 | -0.1 | 0.9 | 10.5 | -3.0 | 10.3 | -2.2 | -12.5 |
| C | 0.5 | 2.5 | -17.1 | -59.1 | -16.6 | -56.6 | -39.9 | 6.4 | 12.2 | 8.3 | 7.0 | 14.7 | 19.2 | 4.5 |
| T | 8.8 | -4.5 | -32.3 | -63.6 | -23.5 | -68.1 | -44.6 | 10.6 | 0.2 | 9.0 | 17.0 | 19.6 | 17.2 | -2.4 |
| U | 9.1 | -6.3 | -34.4 | -71.8 | -25.4 | -78.0 | -52.7 | 11.1 | 1.1 | 7.1 | -5.2 | 18.2 | -4.1 | -22.3 |
| TAP-C ${ }^{5}$ | 14.8 | -10.3 | -41.3 | -48.3 | -26.5 | -58.6 | -32.1 | 5.7 | -11.2 | 0.9 | 5.1 | 6.7 | -6.1 | -12.8 |
|  |  |  |  |  |  |  | 410 |  |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(1)}$ | vac. ${ }^{(12)}$ |  |  |  |  |  |  | $\underline{\text { solv. }}{ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathrm{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| TAP-N | 7.6 | -10.2 | -44.4 | -26.2 | -36.8 | -36.4 | 0.4 | -0.6 | -11.9 | 16.3 | 9.9 | 15.7 | -2.0 | -17.7 |
| BA-C ${ }^{5}$ | -17.8 | -35.7 | -68.8 | -110.3 | -86.6 | -146.0 | -59.4 | -9.8 | -8.6 | 14.1 | 0.1 | 4.3 | -8.5 | -12.8 |
| BA-N | 15.1 | 9.9 | 0.4 | -59.3 | 15.5 | -49.4 | -64.9 | 16.7 | 16.3 | 4.8 | 1.6 | 21.5 | 17.8 | -3.7 |
| CA | 16.2 | 10.8 | -18.6 | -41.2 | -2.5 | -30.3 | -27.9 | 17.9 | 15.3 | 4.2 | 4.0 | 22.0 | 19.4 | -2.6 |
| ${ }^{6.9}{ }^{3} T_{2}$ |  |  |  |  |  |  |  | ${ }^{3} T_{2}$ |  |  |  |  |  |  |
| A | -11.9 | -5.8 | -17.3 | -56.6 | -29.2 | -62.4 | -33.1 | -18.8 | -9.2 | 9.0 | 8.2 | -9.8 | -1.0 | 8.8 |
| G | -10.0 | -11.1 | -30.9 | -56.3 | -40.9 | -67.5 | -26.6 | -9.4 | -6.9 | 8.7 | 6.5 | -0.7 | -0.4 | 0.3 |
| C | -7.3 | -2.4 | -18.8 | -42.9 | -26.1 | -45.3 | -19.2 | -4.1 | -0.1 | 13.9 | 2.6 | 9.7 | 2.5 | -7.2 |
| T | 1.0 | -2.2 | -33.9 | -71.4 | -33.0 | -73.7 | -40.7 | 2.2 | 0.1 | 5.6 | 6.3 | 7.7 | 6.4 | -1.3 |
| U | 1.5 | -2.7 | -36.3 | -79.6 | -34.8 | -82.3 | -47.5 | 1.2 | 1.5 | -5.4 | 8.5 | -4.1 | 10.0 | 14.1 |
| TAP-C ${ }^{5}$ | -2.4 | 5.3 | -35.9 | -62.8 | -38.3 | -57.5 | -19.2 | -7.2 | -10.2 | 12.7 | 2.3 | 5.4 | -7.8 | -13.3 |
| TAP-N | 0.5 | -10.8 | -45.3 | -16.6 | -44.8 | -27.4 | 17.4 | -9.8 | -9.9 | 15.9 | 2.1 | 6.1 | -7.9 | -14.0 |
| BA-C ${ }^{5}$ | -34.3 | -43.3 | -86.1 | -97.3 | -120.4 | -140.6 | -20.3 | -12.8 | -15.1 | 3.4 | 7.3 | -9.5 | -7.8 | 1.6 |
| BA-N | 6.4 | 7.7 | -0.4 | -68.5 | 6.0 | -60.8 | -66.8 | 12.3 | 10.3 | 0.1 | 3.4 | 12.5 | 13.7 | 1.2 |
| CA | 8.1 | 8.8 | -20.1 | -48.2 | -11.9 | -39.4 | -27.5 | 69.7 | 9.6 | -58.4 | 9.6 | 11.8 | 19.2 | 6.4 |
| MM | -4.6 | -2.2 | 0.4 | -19.2 | -4.3 | -21.5 | -17.2 | -10.9 | -10.5 | 19.8 | 2.8 | 8.9 | -7.7 | -16.6 |
| $\underline{\text { RNA }}\left(\begin{array}{c} { }^{2} T_{3} \end{array}\right.$ |  |  |  |  |  |  |  | $\underline{\text { RNA }} \underset{{ }^{2} T_{3}}{ }$ |  |  |  |  |  |  |
| A | 0.2 | -11.5 | -21.9 | -13.1 | -21.7 | -24.6 | -2.9 | -1.3 | -18.6 | 20.7 | 18.8 | 19.5 | 0.2 | -19.3 |
| G | 3.5 | -13.7 | -34.0 | -56.4 | -30.5 | -70.1 | -39.6 | 0.0 | -14.8 | 1.6 | 2.0 | 1.7 | -12.8 | -14.4 |
| C | -8.6 | -16.5 | -16.7 | -42.6 | -25.2 | -59.1 | -33.9 | 85.6 | -2.6 | -70.5 | 3.5 | 15.0 | 0.9 | -14.1 |
| T | 4.2 | -2.7 | -33.6 | -48.9 | -29.4 | -51.6 | -22.2 | 15.6 | 2.8 | 6.1 | 4.7 | 21.7 | 7.5 | -14.2 |
| U | 3.6 | -2.4 | -36.6 | -49.1 | -33.0 | -51.4 | -18.4 | 18.4 | 2.2 | 11.4 | 4.3 | 29.8 | 6.5 | -23.3 |
| TAP-C ${ }^{5}$ | 12.5 | -4.1 | -57.0 | -71.9 | -44.5 | -76.1 | -31.6 | 9.0 | -6.6 | -0.5 | -5.8 | 8.4 | -12.4 | -20.8 |
| TAP-N | -3.5 | -4.8 | -55.3 | -7.7 | -58.8 | -12.5 | 46.3 | 2.7 | -15.0 | 4.8 | 11.4 | 7.5 | -3.6 | -11.1 |
| BA-C ${ }^{5}$ | -32.7 | -50.7 | -113.4 | -110.5 | -146.1 | -161.2 | -15.1 | -8.2 | -26.5 | 4.5 | 11.9 | -3.7 | -14.6 | -11.0 |
| BA-N | 16.2 | 11.6 | -107.3 | -65.7 | -91.1 | -54.1 | 37.0 | 20.1 | 2.6 | 6.7 | 11.1 | 26.8 | 13.7 | -13.0 |
|  |  |  |  |  |  |  | 411 |  |  |  |  |  |  |  |


| $\mathbf{R U}{ }^{(1)}$ | $\underline{\text { vac. }}{ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| CA | 20.5 | 10.7 | -36.7 | -49.0 | -16.2 | -38.3 | -22.1 | 26.8 | 9.1 | 7.9 | 2.9 | 34.7 | 12.0 | -22.7 |
| MM | 2.4 | -6.3 | 1.5 | -20.0 | 3.9 | -26.2 | -30.1 | -8.7 | -6.9 | 4.5 | 14.1 | -4.2 | 7.2 | 11.4 |
| MM |  |  |  |  |  |  |  | 8.7   <br>    |  |  |  |  |  |  |
| A | 0.9 | -14.8 | -9.4 | -20.4 | -8.6 | -35.3 | -26.7 | -2.9 | -9.8 | 16.8 | 6.6 | 13.9 | -3.1 | -17.0 |
| G | 2.9 | -10.5 | -79.6 | -24.8 | -76.8 | -35.3 | 41.5 | -2.7 | -8.5 | 4.1 | 7.3 | 1.4 | -1.2 | -2.5 |
| C | -4.0 | -17.8 | -15.4 | -31.3 | -19.4 | -49.1 | -29.7 | 9.2 | -5.3 | 5.6 | 8.1 | 14.7 | 2.8 | -11.9 |
| T | 8.9 | -3.3 | -77.6 | -39.5 | -68.7 | -42.8 | 25.9 | 15.6 | 3.1 | 5.3 | 2.5 | 20.9 | 5.6 | -15.4 |
| U | 8.4 | -3.4 | -75.5 | -47.2 | -67.1 | -50.6 | 16.5 | 16.6 | 3.6 | 6.1 | -0.5 | 22.7 | 3.1 | -19.6 |
| TAP-C ${ }^{5}$ | -3.0 | -8.0 | -20.1 | -73.3 | -23.0 | -81.3 | -58.3 | 15.8 | -15.2 | 3.9 | 3.3 | 19.7 | -11.9 | -31.7 |
| TAP-N | 8.7 | -3.0 | -30.5 | -18.0 | -21.9 | -20.9 | 0.9 | -0.7 | -11.3 | 11.2 | 5.5 | 10.4 | -5.8 | -16.2 |
| BA-C ${ }^{5}$ | -36.0 | -48.1 | -113.6 | -107.3 | -149.6 | -155.4 | -5.9 | -14.7 | -22.1 | 5.5 | 3.7 | -9.2 | -18.5 | -9.2 |
| BA-N | 18.0 | 11.3 | 18.7 | -72.1 | 36.7 | -60.9 | -97.5 | 18.4 | 6.7 | 4.7 | 3.7 | 23.2 | 10.3 | -12.8 |
| CA | 22.6 | 12.0 | -34.4 | -49.1 | -11.8 | -37.1 | -25.3 | 23.0 | 7.0 | 5.7 | 12.8 | 28.7 | 19.8 | -9.0 |
| MM | 2.9 | -13.9 | -35.7 | -17.2 | -32.8 | -31.1 | 1.7 | -2.4 | -11.4 | 21.3 | 5.0 | 18.9 | -6.4 | -25.3 |
|  | $\underline{\text { TNA }}{ }^{{ }^{2} T_{3}} \text { (Tho-RUs) }$ |  |  |  |  |  |  | $\begin{aligned} & \text { TNA (Tho-RUs) } \\ & { }^{2} T_{3} \end{aligned}$ |  |  |  |  |  |  |
| A | 18.8 | -4.4 | -35.6 | -25.8 | -16.8 | -30.2 | -13.4 | -5.7 | -39.7 | -8.3 | -3.4 | -13.9 | -43.1 | -29.2 |
| G | 15.6 | -3.4 | -81.9 | -37.0 | -66.3 | -40.4 | 26.0 | -2.4 | -41.1 | 21.6 | -1.0 | 19.2 | -42.1 | -61.3 |
| C | 3.0 | -3.4 | -38.2 | -14.6 | -35.1 | -18.0 | 17.2 | 7.8 | -30.7 | -3.8 | 0.7 | 3.9 | -30.0 | -33.9 |
| T | 14.6 | 6.6 | -65.6 | -33.8 | -51.0 | -27.2 | 23.8 | 12.9 | -28.3 | -9.3 | -6.7 | 3.6 | -35.0 | -38.6 |
| U | 15.4 | 7.3 | -69.7 | -36.8 | -54.3 | -29.4 | 24.8 | 13.4 | -28.8 | -9.0 | -5.0 | 4.4 | -33.9 | -38.3 |
| TAP-C ${ }^{5}$ | 12.7 | -10.0 | -25.6 | -47.5 | -12.9 | -57.4 | -44.5 | -0.3 | -34.3 | 18.1 | -5.4 | 17.8 | -39.7 | -57.5 |
| TAP-N | 10.6 | -7.5 | -27.4 | -43.8 | -16.8 | -51.3 | -34.5 | -1.6 | -44.3 | -15.6 | 14.1 | -17.2 | -30.2 | -12.9 |
| BA-C ${ }^{5}$ | -37.1 | -48.5 | -50.6 | -54.2 | -87.7 | -102.7 | -15.0 | -14.5 | -52.1 | -4.8 | 15.2 | -19.3 | -36.9 | -17.6 |
| BA-N | 22.7 | 11.8 | -41.3 | -2.5 | -18.6 | 9.3 | 27.8 | 17.3 | -20.5 | 13.7 | 8.9 | 31.0 | -11.6 | -42.6 |
| CA | 29.5 | 13.3 | -70.3 | -22.6 | -40.8 | -9.3 | 31.5 | 19.2 | -19.9 | -11.2 | 11.0 | 8.1 | -8.9 | -17.0 |
| MM | 6.7 | 2.0 | -46.7 | -8.3 | -39.9 | -6.2 | 33.7 | 2.5 | -49.2 | -5.7 | 13.3 | -3.3 | -35.9 | -32.6 |


| $\mathbf{R U}{ }^{(1)}$ | vac. ${ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathrm{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | ${ }^{3} T_{2}$ |  |  |  |  |  |  | ${ }^{3} T_{2}$ |  |  |  |  |  |  |
| A | -10.6 | -3.6 | -36.4 | -44.3 | -47.0 | -47.9 | -0.9 | -8.1 | -6.9 | -10.6 | 7.2 | -18.7 | 0.3 | 19.0 |
| G | -6.2 | 1.7 | -60.7 | -66.0 | -66.9 | -64.3 | 2.6 | -4.6 | -2.9 | -2.4 | -3.9 | -7.1 | -6.8 | 0.3 |
| C | -16.5 | -7.9 | -22.4 | -44.9 | -38.9 | -52.9 | -13.9 | -6.6 | -2.1 | 2.1 | -1.4 | -4.5 | -3.5 | 1.0 |
| T | -4.1 | 3.1 | -48.2 | -70.1 | -52.3 | -67.0 | -14.7 | -1.5 | 4.8 | -3.3 | 6.4 | -4.8 | 11.2 | 16.0 |
| U | -4.5 | 2.6 | -62.5 | -71.2 | -67.1 | -68.6 | -1.5 | -0.6 | 5.6 | -3.4 | -5.0 | -4.0 | 0.6 | 4.6 |
| TAP-C ${ }^{5}$ | -8.3 | -5.1 | -64.4 | -42.6 | -72.8 | -47.8 | 25.0 | -14.0 | 0.2 | -15.4 | 0.5 | -29.3 | 0.7 | 30.0 |
| TAP-N | -1.1 | 2.2 | -54.0 | -43.8 | -55.1 | -41.6 | 13.5 | -9.7 | -12.5 | -13.2 | -12.2 | -22.9 | -24.7 | -1.8 |
| BA-C ${ }^{5}$ | -49.7 | -38.8 | -39.8 | -54.2 | -89.6 | -93.1 | -3.5 | -27.8 | -17.6 | 0.1 | 15.2 | -27.7 | -2.4 | 25.2 |
| BA-N | 20.3 | 19.2 | -40.2 | -0.2 | -19.8 | 19.0 | 38.8 | 3.5 | 14.0 | -0.1 | 8.9 | 3.4 | 22.9 | 19.5 |
| CA | 19.7 | 19.6 | -60.4 | -19.2 | -40.7 | 0.4 | 41.1 | 5.3 | 14.6 | -5.7 | 11.0 | -0.4 | 25.6 | 25.9 |
| MM | -5.7 | -1.3 | -39.7 | -46.4 | -45.4 | -47.7 | -2.3 | -11.8 | -14.8 | 15.5 | 13.3 | 3.7 | -1.4 | -5.1 |
|  | $\underline{p-\text { DNA }}\left({ }^{1}{ }^{l} C_{4} \mathrm{dRib}-\mathrm{RUs}\right)$ |  |  |  |  |  |  | $\frac{p-\text { DNA }}{}{ }^{{ }^{l} C_{4}}$ |  |  |  |  |  |  |
| A | 1.2 | 12.9 | -39.0 | -38.8 | -37.8 | -25.9 | 11.9 | 1.0 | 8.2 | -7.4 | -1.8 | -6.4 | 6.4 | 12.8 |
| G | -0.1 | 12.2 | -70.1 | -48.0 | -70.2 | -35.8 | 34.3 | -0.8 | 6.9 | 5.8 | -1.4 | 5.0 | 5.4 | 0.5 |
| C | 6.6 | 21.6 | -50.0 | -24.1 | -43.4 | -2.4 | 40.9 | 15.1 | 23.3 | 0.1 | -0.2 | 15.2 | 23.1 | 8.0 |
| T | 2.5 | 26.2 | -55.5 | -42.6 | -53.1 | -16.4 | 36.7 | 6.4 | 24.2 | -6.4 | -3.8 | 0.0 | 20.4 | 20.4 |
| U | 1.8 | 26.6 | -62.7 | -46.0 | -60.9 | -19.4 | 41.5 | 7.0 | 23.5 | -6.7 | -5.1 | 0.3 | 18.4 | 18.1 |
| TAP-C ${ }^{5}$ | -4.4 | 20.7 | -41.9 | -35.7 | -46.3 | -15.0 | 31.2 | -5.2 | 24.0 | 15.8 | -0.6 | 10.7 | 23.4 | 12.7 |
| TAP-N | -6.0 | 1.5 | -33.0 | -34.0 | -39.0 | -32.5 | 6.5 | -8.2 | -2.3 | -2.2 | -2.6 | -10.4 | -4.9 | 5.5 |
| BA-C ${ }^{5}$ | -35.2 | -10.7 | -92.1 | -45.5 | -127.3 | -56.3 | 71.0 | -11.1 | 7.3 | 5.2 | 12.0 | -5.9 | 19.3 | 25.2 |
| BA-N | 11.2 | 33.8 | -12.0 | -21.4 | -0.8 | 12.4 | 13.2 | 21.1 | 35.2 | 0.2 | -0.9 | 21.3 | 34.3 | 13.0 |
| CA | 11.7 | 33.2 | -30.9 | -40.8 | -19.2 | -7.6 | 11.6 | 17.1 | 33.4 | -2.0 | -2.8 | 15.1 | 30.6 | 15.5 |
| 8.3  <br> 1.9 ${ }^{4} C_{1}$ |  |  |  |  |  |  |  | ${ }^{4} C_{1}$ |  |  |  |  |  |  |
| A | 6.9 | -3.9 | -41.5 | -43.5 | -34.6 | -47.4 | -12.8 | 2.6 | -8.2 | 19.9 | 3.7 | 22.5 | -4.5 | -27.0 |
| G | 10.2 | -5.5 | -45.0 | -51.5 | -34.7 | -57.0 | -22.3 | 10.4 | -6.6 | 18.3 | 18.1 | 28.7 | 11.5 | -17.2 |
|  |  |  |  |  |  |  | 413 |  |  |  |  |  |  |  |


| $\mathbf{R U}{ }^{(1)}$ | vac. ${ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| C | 14.2 | -5.6 | -42.5 | -33.9 | -28.3 | -39.5 | -11.2 | 20.9 | 2.3 | 19.2 | 3.2 | 40.1 | 5.5 | -34.5 |
| T | 22.2 | -1.7 | -59.9 | -49.1 | -37.7 | -50.8 | -13.1 | 28.3 | 2.7 | 18.9 | 1.2 | 47.1 | 3.9 | -43.2 |
| U | 22.9 | -1.8 | -63.8 | -52.2 | -40.9 | -54.0 | -13.1 | 26.6 | 2.4 | 19.3 | 3.8 | 45.9 | 6.2 | -39.7 |
| TAP-C5 | 27.0 | -9.2 | 22.7 | -39.9 | 49.8 | -49.1 | -98.9 | 27.4 | -8.0 | 20.8 | 2.8 | 48.2 | -5.3 | -53.5 |
| TAP-N | 12.1 | -4.5 | -48.7 | -28.2 | -36.6 | -32.7 | 3.9 | 9.4 | -9.4 | -11.2 | 3.6 | -1.8 | -5.7 | -3.9 |
| BA-C ${ }^{5}$ | -21.7 | -43.8 | -26.6 | -44.9 | -48.3 | -88.7 | -40.4 | 5.7 | -10.4 | 21.3 | 3.3 | 27.0 | -7.2 | -34.2 |
| BA-N | 31.7 | 17.0 | 6.8 | -23.2 | 38.5 | -6.2 | -44.7 | 31.6 | 16.0 | 18.4 | 3.7 | 50.1 | 19.7 | -30.4 |
| CA | 34.6 | 15.4 | -22.1 | -40.7 | 12.5 | -25.3 | -37.8 | 33.5 | 16.9 | 18.1 | 2.5 | 51.6 | 19.3 | -32.3 |
| MM | 16.1 | -3.2 | -9.0 | -29.7 | 7.1 | -32.9 | -40.0 | 16.6 | -7.8 | 18.9 | 3.1 | 35.5 | -4.6 | -40.1 |
| $\underset{{ }^{p-R N A}}{ }{ }^{1} C_{4}(\text { Rib-RUs })$ |  |  |  |  |  |  |  | $p \text {-RNA }{ }^{1} C_{4}(\text { Rib-RUs })$ |  |  |  |  |  |  |
| A | 3.5 | 14.1 | -50.7 | -33.5 | -47.2 | -19.4 | 27.8 | 2.6 | 12.0 | 6.5 | 17.0 | 9.1 | 29.0 | 19.9 |
| G | 3.5 | 13.9 | -53.2 | -45.1 | -49.7 | -31.2 | 18.5 | 1.3 | 14.1 | 8.0 | 9.7 | 9.3 | 23.8 | 14.5 |
| C | 0.5 | 23.3 | -47.5 | -28.0 | -47.0 | -4.7 | 42.3 | 8.6 | 29.6 | 9.5 | 7.5 | 18.1 | 37.1 | 19.1 |
| T | 5.9 | 27.8 | -61.9 | -63.6 | -56.0 | -35.8 | 20.2 | 12.2 | 32.1 | 8.1 | 15.9 | 20.3 | 48.0 | 27.7 |
| U | 5.4 | 28.1 | -64.7 | -67.2 | -59.3 | -39.1 | 20.1 | 10.5 | 32.0 | 8.4 | 16.9 | 18.9 | 48.9 | 30.1 |
| TAP-C ${ }^{5}$ | 2.4 | 13.9 | -41.1 | -61.5 | -38.7 | -47.6 | -8.9 | 7.8 | 14.5 | 12.7 | -1.5 | 20.5 | 13.0 | -7.5 |
| TAP-N | -2.7 | 3.5 | -38.9 | -32.5 | -41.6 | -29.0 | 12.6 | -6.2 | 0.6 | 15.1 | 8.3 | 8.9 | 8.9 | 0.1 |
| BA-C ${ }^{5}$ | -35.6 | -14.9 | -105.3 | -36.1 | -140.9 | -51.0 | 90.0 | 1.4 | 12.1 | 19.9 | 10.9 | 21.3 | 23.0 | 1.7 |
| BA-N | 29.9 | 38.1 | -9.1 | -25.9 | 20.8 | 12.2 | -8.6 | 32.4 | 39.3 | 21.2 | 4.1 | 53.6 | 43.5 | -10.1 |
| CA | 31.7 | 38.0 | -30.6 | -45.9 | 1.1 | -7.9 | -9.1 | 35.4 | 37.6 | -2.4 | 4.4 | 33.0 | 42.0 | 9.1 |
| ${ }^{4}{ }^{4} C_{1} \quad 18.4$ |  |  |  |  |  |  |  | ${ }^{4} C_{1}$ |  |  |  |  |  |  |
| A | 8.9 | -9.7 | -29.7 | -7.3 | -20.8 | -16.9 | 3.8 | 12.0 | -9.8 | 20.3 | 18.1 | 32.3 | 8.3 | -24.0 |
| G | 16.2 | -3.0 | -41.1 | -50.2 | -24.9 | -53.2 | -28.3 | 15.4 | -6.9 | 3.1 | 20.3 | 18.4 | 13.4 | -5.0 |
| C | 13.3 | -11.0 | -27.3 | -20.9 | -14.1 | -31.9 | -17.9 | 28.8 | -0.7 | 18.7 | 18.8 | 47.5 | 18.1 | -29.4 |
| T | 27.0 | 4.4 | -26.9 | -51.7 | 0.1 | -47.3 | -47.4 | 37.3 | 1.2 | 19.0 | 22.2 | 56.3 | 23.4 | -32.8 |
| U | 28.0 | 4.2 | -31.1 | -54.9 | -3.1 | -50.6 | -47.5 | 36.2 | 2.7 | 17.6 | 19.3 | 53.8 | 22.0 | -31.8 |
|  |  |  |  |  |  |  | 414 |  |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(1)}$ | vac. ${ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| TAP-C ${ }^{5}$ | 24.1 | -9.0 | -53.5 | -23.7 | -29.5 | -32.7 | -3.3 | 28.0 | -14.0 | 19.3 | 22.2 | 47.3 | 8.2 | -39.1 |
| TAP-N | 0.7 | -4.1 | -50.4 | -18.0 | -49.7 | -22.0 | 27.7 | -1.1 | -10.4 | 21.6 | -1.1 | 20.6 | -11.5 | -32.1 |
| BA-C ${ }^{5}$ | -20.2 | -43.2 | -32.7 | -44.6 | -52.9 | -87.8 | -34.9 | 12.8 | -12.3 | 20.4 | 22.3 | 33.2 | 10.0 | -23.2 |
| BA-N | 34.9 | 23.5 | 3.4 | -6.4 | 38.3 | 17.1 | -21.2 | 38.8 | 11.9 | 19.9 | 20.2 | 58.8 | 32.1 | -26.7 |
| CA | 38.4 | 23.1 | -25.0 | -25.2 | 13.4 | -2.1 | -15.5 | 43.7 | 14.2 | 17.6 | 12.0 | 61.3 | 26.2 | -35.1 |
| MM | 16.8 | -7.2 | -17.2 | -31.4 | -0.4 | -38.6 | -38.2 | 16.2 | -9.3 | 16.6 | 18.8 | 32.8 | 9.5 | -23.3 |
| GNA (glycerol-RU) HAsO3- |  |  |  |  |  |  |  | GNA (glycerol-RU) |  |  |  |  |  |  |
| A | -27.1 |  | -43.1 |  | -70.2 |  | - | -28.6 |  | 5.2 |  | -23.4 |  | - |
| G | -25.7 |  | -36.0 |  | -61.8 |  | - | -24.8 |  | 9.7 |  | -15.1 |  | - |
| C | -16.3 |  | -50.6 |  | -66.9 |  | - | -17.8 |  | 2.4 |  | -15.4 |  | - |
| T | -16.8 |  | -59.5 |  | -76.4 |  | - | -12.9 |  | 5.6 |  | -7.4 |  | - |
| U | -16.4 |  | -62.7 |  | -79.1 |  | - | -11.6 |  | 10.8 |  | -0.8 |  | - |
| TAP-C ${ }^{5}$ | -19.1 |  | -48.9 |  | -68.1 |  | - | -32.5 |  | -5.0 |  | -37.6 |  | - |
| TAP-N | -9.9 |  | -31.5 |  | -41.4 |  | - | -9.3 |  | -1.0 |  | -10.3 |  | - |
| BA-C ${ }^{5}$ | -55.6 |  | -108.2 |  | -163.8 |  | - | -42.8 |  | 0.8 |  | -42.0 |  | - |
| BA-N | -13.9 |  | -39.3 |  | -53.2 |  | - | -13.3 |  | 3.6 |  | -9.7 |  | - |
| CA | -12.7 |  | -41.3 |  | -54.0 |  | - | -8.9 |  | 8.6 |  | -0.3 |  | - |
| MM | -9.6 |  | -16.5 |  | -26.1 |  | - | -19.7 |  | 2.1 |  | -17.7 |  | - |
|  | GNA (glyceric acid-RU) |  |  |  |  |  |  | 47.5 $\quad$ GNA (glyceric acid-RU) |  |  |  |  |  |  |
| A | 44.7 |  | -14.7 |  | 30.1 |  | - |  |  |  |  |  |  |  |  |
| G | 46.0 |  | -16.5 |  | 29.5 |  | - | 48.2 |  | -2.5 |  | 45.7 |  | - |
| C | 45.4 |  | -10.5 |  | 34.9 |  | - | 59.7 |  | 0.6 |  | 60.3 |  | - |
| T | 53.4 |  | -27.1 |  | 26.3 |  | - | 63.3 |  | -3.5 |  | 59.8 |  | - |
| U | 55.5 |  | -34.3 |  | 21.3 |  | - | 67.0 |  | -4.2 |  | 62.7 |  | - |
| TAP-C5 | 27.9 |  | -23.4 |  | 4.5 |  | - | 28.4 |  | 7.4 |  | 35.9 |  | - |
| TAP-N | 7.4 |  | -33.6 |  | -26.2 |  | - | 5.9 |  | -14.5 |  | -8.7 |  | - |
| BA-C ${ }^{5}$ | -9.1 |  | -25.1 |  | -34.3 |  | - | 44.9 |  | -58.1 |  | -13.2 |  | - |
| BA-N | 90.0 |  | -40.7 |  | 49.3 |  | - | 84.7 |  | -5.6 |  | 79.2 |  | - |
|  | 415 |  |  |  |  |  |  |  |  |  |  |  |  |  |


| $\underline{\text { ac. }}{ }^{(12)}$ |  |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{R} \mathbf{U}^{(1)}$ | $\Delta \boldsymbol{G}_{\mathrm{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\text {b }}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\text {b }}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
| CA | 94.9 |  | -61.5 |  | 33.4 |  | - | 90.3 |  | -8.2 |  | 82.0 |  | - |
| MM | 27.5 |  | 8.8 |  | 36.3 |  | - | 21.3 |  | 3.5 |  | 24.8 |  | - |
|  | $\frac{\text { alternative pathway }(c+d)}{\mathrm{HPO}_{3}{ }^{-}}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ |  | $\beta$ | $\alpha$ | $\beta$ |  |
|  | $\text { DNA (2dRibf-RUs) }{ }^{2} T_{3}$ |  |  |  |  |  |  | DNA (2dRibf-RUs) |  |  |  |  |  |  |
| A | -25.0 | -53.4 | -11.4 | -14.2 | -36.4 | -67.6 | -31.2 | -1.5 | -18.2 | 8.7 | 18.3 | 7.1 | 0.0 | -7.1 |
| G | -25.0 | -53.4 | -18.5 | -14.1 | -43.6 | -67.5 | -23.9 | -1.5 | -18.2 | 4.6 | 11.6 | 3.1 | -6.7 | -9.7 |
| C | -25.0 | -53.4 | 0.6 | -11.7 | -24.4 | -65.1 | -40.7 | -1.5 | -18.2 | 15.0 | 22.4 | 13.4 | 4.2 | -9.3 |
| T | -25.0 | -53.4 | -10.3 | 11.1 | -35.3 | -42.3 | -7.0 | -1.5 | -18.2 | 17.4 | 26.7 | 15.8 | 8.4 | -7.4 |
| U | -25.0 | -53.4 | -17.5 | -15.8 | -42.5 | -69.2 | -26.6 | -1.5 | -18.2 | 15.8 | 24.5 | 14.3 | 6.3 | -8.0 |
| TAP-C ${ }^{5}$ | -25.0 | -53.4 | -19.4 | 8.9 | -44.4 | -44.4 | -0.1 | -1.5 | -18.2 | 7.9 | 8.6 | 6.4 | -9.7 | -16.0 |
| TAP-N | -25.0 | -53.4 | 3.5 | -2.4 | -21.5 | -55.8 | -34.3 | -1.5 | -18.2 | 14.1 | 16.0 | 12.5 | -2.3 | -14.8 |
| BA-C ${ }^{5}$ | -25.0 | -53.4 | -103.6 | -111.8 | -128.6 | -165.2 | -36.6 | -1.5 | -18.2 | 0.5 | -38.1 | -1.0 | -56.3 | -55.3 |
| BA-N | -25.0 | -53.4 | 29.6 | 10.7 | 4.6 | -42.7 | -47.3 | -1.5 | -18.2 | 24.0 | 30.8 | 22.5 | 12.6 | -9.9 |
| CA | -25.0 | -53.4 | 10.6 | 20.8 | -14.4 | -32.6 | -18.2 | -1.5 | -18.2 | 25.7 | 30.7 | 24.1 | 12.5 | -11.7 |
| MM | -25.0 | -53.4 | 13.7 | 23.3 | -11.3 | -30.1 | -18.8 | -1.5 | -18.2 | 12.7 | 11.8 | 11.2 | -6.5 | -17.6 |
| ${ }^{3} T_{2}$ |  |  |  |  |  |  |  | ${ }^{3} T_{2}$ |  |  |  |  |  |  |
| A | -28.7 | -59.0 | 6.8 | 8.0 | -21.9 | -51.1 | -29.2 | -1.2 | -13.5 | -0.1 | 11.0 | -1.3 | -2.5 | -1.2 |
| G | -28.7 | -59.0 | -23.4 | 4.4 | -52.1 | -54.7 | -2.6 | -1.2 | -13.5 | 2.8 | 20.1 | 1.6 | 6.7 | 5.1 |
| C | -28.7 | -59.0 | -13.9 | 7.1 | -42.6 | -51.9 | -9.3 | -1.2 | -13.5 | 8.1 | 18.0 | 6.9 | 4.5 | -2.3 |
| T | -28.7 | -59.0 | -24.0 | -0.3 | -52.7 | -59.4 | -6.6 | -1.2 | -13.5 | 9.7 | 19.4 | 8.4 | 5.9 | -2.6 |
| U | -28.7 | -59.0 | -26.9 | -8.2 | -55.6 | -67.2 | -11.6 | -1.2 | -13.5 | 9.6 | 16.6 | 8.3 | 3.1 | -5.2 |
| TAP-C ${ }^{5}$ | -28.7 | -59.0 | -21.4 | 16.7 | -50.1 | -42.4 | 7.7 | -1.2 | -13.5 | -1.6 | 5.5 | -2.8 | -8.0 | -5.2 |
| TAP-N | -28.7 | -59.0 | -8.2 | 20.0 | -36.9 | -39.0 | -2.1 | -1.2 | -13.5 | -0.8 | 13.2 | -2.0 | -0.3 | 1.7 |
| BA-C ${ }^{5}$ | -28.7 | -59.0 | -96.5 | -90.2 | -125.2 | -149.2 | -24.1 | -1.2 | -13.5 | -2.2 | -46.3 | -3.4 | -59.7 | -56.3 |
| BA-N | -28.7 | -59.0 | 34.6 | -6.1 | 5.9 | -65.2 | -71.1 | -1.2 | -13.5 | 21.3 | 37.8 | 20.0 | 24.3 | 4.3 |
| CA | -28.7 | -59.0 | 13.2 | 55.7 | -15.5 | -3.3 | 12.2 | -1.2 | -13.5 | 16.1 | 37.6 | 14.9 | 24.1 | 9.2 |
|  |  |  |  |  |  |  | 416 |  |  |  |  |  |  |  |


|  | $\underline{v a c} .^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| MM | -28.7 | -59.0 | 10.0 | 23.0 | -18.6 | -36.0 | -17.4 | -1.2 | -13.5 | -0.6 | 10.1 | -1.8 | -3.3 | -1.5 |
|  | $\underline{\text { RNA }}\left(\begin{array}{c} { }^{2} T_{3} \end{array}\right.$ |  |  |  |  |  |  | $\frac{\text { RNA }}{{ }^{2} T_{3}} \text { (Ribf-RUs) }$ |  |  |  |  |  |  |
| A | -34.4 | -39.0 | -34.2 | 3.9 | -68.6 | -35.1 | 33.4 | -2.8 | -24.1 | 8.7 | 0.9 | 6.0 | -23.2 | -29.1 |
| G | -34.4 | -39.0 | -40.2 | -31.6 | -74.6 | -70.6 | 4.0 | -2.8 | -24.1 | 6.7 | -0.2 | 3.9 | -24.3 | -28.2 |
| C | -34.4 | -39.0 | -30.6 | -25.0 | -65.0 | -64.0 | 1.0 | -2.8 | -24.1 | 18.3 | 26.0 | 15.6 | 2.0 | -13.6 |
| T | -34.4 | -39.0 | -36.5 | -5.3 | -70.9 | -44.4 | 26.5 | -2.8 | -24.1 | 17.9 | 23.0 | 15.1 | -1.0 | -16.1 |
| U | -34.4 | -39.0 | -39.8 | -7.6 | -74.2 | -46.6 | 27.5 | -2.8 | -24.1 | 6.9 | 29.4 | 4.2 | 5.3 | 1.2 |
| TAP-C ${ }^{5}$ | -34.4 | -39.0 | -21.3 | -41.0 | -55.7 | -80.0 | -24.3 | -2.8 | -24.1 | 17.0 | 1.4 | 14.3 | -22.7 | -37.0 |
| TAP-N | -34.4 | -39.0 | -36.2 | -10.4 | -70.6 | -49.5 | 21.2 | -2.8 | -24.1 | 11.2 | 16.7 | 8.4 | -7.3 | -15.8 |
| BA-C ${ }^{5}$ | -34.4 | -39.0 | -108.6 | -68.8 | -143.0 | -107.8 | 35.2 | -2.8 | -24.1 | 0.4 | -54.9 | -2.4 | -79.0 | -76.6 |
| BA-N | -34.4 | -39.0 | 11.9 | -62.7 | -22.5 | -101.7 | -79.2 | -2.8 | -24.1 | 29.4 | 34.5 | 26.6 | 10.4 | -16.2 |
| CA | -34.4 | -39.0 | -8.1 | 5.4 | -42.5 | -33.6 | 8.9 | -2.8 | -24.1 | 32.3 | 45.3 | 29.5 | 21.3 | -8.2 |
| ${ }^{3} T_{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | -52.2 | -51.8 | -16.7 | 39.4 | -68.9 | -12.4 | 56.5 | -2.4 | -12.1 | 5.3 | 4.0 | 2.9 | -8.0 | -10.9 |
| G | -52.2 | -51.8 | -19.1 | -71.8 | -71.3 | -123.6 | -52.3 | -2.4 | -12.1 | 8.1 | 11.7 | 5.7 | -0.3 | -6.0 |
| C | -52.2 | -51.8 | -9.3 | 26.9 | -61.6 | -24.9 | 36.7 | -2.4 | -12.1 | 17.7 | 12.6 | 15.3 | 0.5 | -14.8 |
| T | -52.2 | -51.8 | -20.3 | -31.1 | -72.6 | -82.9 | -10.3 | -2.4 | -12.1 | 25.0 | 22.0 | 22.6 | 10.0 | -12.7 |
| U | -52.2 | -51.8 | -23.3 | -37.7 | -75.6 | -89.5 | -13.9 | -2.4 | -12.1 | 24.8 | 14.1 | 22.4 | 2.0 | -20.3 |
| TAP-C ${ }^{5}$ | -52.2 | -51.8 | -14.2 | -30.6 | -66.5 | -82.4 | -15.9 | -2.4 | -12.1 | 18.0 | 0.4 | 15.6 | -11.7 | -27.2 |
| TAP-N | -52.2 | -51.8 | -23.8 | -19.4 | -76.1 | -71.2 | 4.9 | -2.4 | -12.1 | 11.3 | 10.9 | 8.9 | -1.2 | -10.1 |
| BA-C ${ }^{5}$ | -52.2 | -51.8 | -68.8 | -106.0 | -121.1 | -157.8 | -36.7 | -2.4 | -12.1 | -3.1 | -50.3 | -5.6 | -62.3 | -56.8 |
| BA-N | -52.2 | -51.8 | 24.7 | -8.5 | -27.6 | -60.4 | -32.8 | -2.4 | -12.1 | 28.8 | 19.4 | 26.4 | 7.4 | -19.0 |
| CA | -52.2 | -51.8 | 5.0 | 16.5 | -47.2 | -35.3 | 12.0 | -2.4 | -12.1 | 31.2 | 27.8 | 28.8 | 15.8 | -13.0 |
| MM | -52.2 | -51.8 | -14.4 | 34.4 | -66.7 | -17.4 | 49.3 | -2.4 | -12.1 | 18.0 | 10.7 | 15.6 | -1.3 | -16.9 |


| $\mathbf{R U}{ }^{(1)}$ | $\underline{v a c}{ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\text { TNA (Tho-RUs) }{ }^{{ }^{2} T_{3}}$ |  |  |  |  |  |  | $\text { TNA (Tho }{ }^{2} T_{3}$ |  |  |  |  |  |  |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| A | -51.9 | -30.9 | -12.3 | -45.1 | -64.2 | -76.0 | -11.8 | -0.5 | -42.0 | 7.3 | -12.0 | 6.8 | -54.0 | -60.8 |
| G | -51.9 | -30.9 | -19.7 | -49.8 | -71.6 | -80.8 | -9.2 | -0.5 | -42.0 | 28.5 | -15.8 | 27.9 | -57.8 | -85.7 |
| C | -51.9 | -30.9 | -3.0 | -37.0 | -54.9 | -67.9 | -13.0 | -0.5 | -42.0 | 32.3 | 12.2 | 31.7 | -29.8 | -61.5 |
| T | -51.9 | -30.9 | -17.0 | -50.2 | -68.9 | -81.2 | -12.2 | -0.5 | -42.0 | 36.7 | 16.3 | 36.1 | -25.6 | -61.8 |
| U | -51.9 | -30.9 | -19.8 | -53.3 | -71.7 | -84.2 | -12.5 | -0.5 | -42.0 | 37.5 | 6.3 | 36.9 | -35.7 | -72.6 |
| TAP-C ${ }^{5}$ | -51.9 | -30.9 | -24.4 | -38.6 | -76.3 | -69.6 | 6.7 | -0.5 | -42.0 | 1.5 | 1.0 | 1.0 | -41.0 | -41.9 |
| TAP-N | -51.9 | -30.9 | -7.6 | 5.1 | -59.5 | -25.8 | 33.7 | -0.5 | -42.0 | 26.2 | -3.4 | 25.7 | -45.3 | -71.0 |
| BA-C ${ }^{5}$ | -51.9 | -30.9 | -57.4 | -102.0 | -109.3 | -133.0 | -23.6 | -0.5 | -42.0 | -31.3 | -9.6 | -31.8 | -51.5 | -19.7 |
| BA-N | -51.9 | -30.9 | 27.7 | -2.6 | -24.2 | -33.5 | -9.3 | -0.5 | -42.0 | 22.9 | 23.2 | 22.4 | -18.7 | -41.1 |
| CA | -51.9 | -30.9 | 6.6 | -27.8 | -45.3 | -58.7 | -13.4 | -0.5 | -42.0 | 25.2 | 24.4 | 24.7 | -17.5 | -42.2 |
|  |  |  |  |  |  |  |  | ${ }^{3} T_{2}$ |  |  |  |  |  |  |
| A | -53.7 | -46.4 | -12.3 | -20.0 | -66.1 | -66.3 | -0.2 | -21.0 | -1.0 | 2.2 | -21.7 | -18.8 | -22.7 | -3.9 |
| G | -53.7 | -46.4 | -19.7 | -21.2 | -73.4 | -67.5 | 5.9 | -21.0 | -1.0 | 2.7 | -25.6 | -18.3 | -26.6 | -8.3 |
| C | -53.7 | -46.4 | -3.0 | -11.9 | -56.8 | -58.2 | -1.5 | -21.0 | -1.0 | 9.1 | -3.2 | -11.9 | -4.3 | 7.6 |
| T | -53.7 | -46.4 | -17.0 | -25.1 | -70.8 | -71.5 | -0.7 | -21.0 | -1.0 | 8.2 | 2.8 | -12.8 | 1.8 | 14.5 |
| U | -53.7 | -46.4 | -19.8 | -28.2 | -73.5 | -74.5 | -1.0 | -21.0 | -1.0 | 9.0 | -5.6 | -12.0 | -6.6 | 5.4 |
| TAP-C ${ }^{5}$ | -53.7 | -46.4 | -24.4 | -9.3 | -78.1 | -55.7 | 22.4 | -21.0 | -1.0 | -4.6 | -20.4 | -25.6 | $-21.4$ | 4.1 |
| TAP-N | -53.7 | -46.4 | -7.6 | -21.2 | -61.3 | -67.6 | -6.2 | -21.0 | -1.0 | -2.9 | -28.1 | -23.9 | -29.1 | -5.2 |
| BA-C ${ }^{5}$ | -53.7 | -46.4 | -57.4 | -69.0 | -111.2 | -115.3 | -4.1 | -21.0 | -1.0 | -6.3 | -22.6 | -27.3 | -23.6 | 3.8 |
| BA-N | -53.7 | -46.4 | 27.7 | 19.1 | -26.0 | -27.3 | -1.3 | -21.0 | -1.0 | 21.9 | 14.8 | 0.9 | 13.8 | 12.9 |
| CA | -53.7 | -46.4 | 6.6 | -2.7 | -47.1 | -49.0 | -1.9 | -21.0 | -1.0 | 20.0 | -1.6 | -1.0 | -2.6 | -1.6 |
| MM | -53.7 | -46.4 | 2.3 | -9.5 | -51.4 | -55.8 | -4.4 | -21.0 | -1.0 | -2.1 | -4.7 | -23.1 | -5.7 | 17.4 |
| $\frac{p-D N A}{}\left({ }^{1} \mathrm{I}^{l} C_{4} \mathrm{Rib}-\mathrm{RUs}\right)$ |  |  |  |  |  |  |  | $p \text {-DNA }\left({ }^{2}{ }^{1} C_{4}\right. \text { Rib-RUs) }$ |  |  |  |  |  |  |
| A | -27.7 | -39.0 | -29.1 | -0.2 | -56.8 | -39.2 | 17.6 | -6.9 | -8.8 | -2.3 | 13.1 | -9.3 | 4.3 | 13.6 |
|  |  |  |  |  |  |  | 418 |  |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(1)}$ | $\underline{\text { ac. }}{ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| G | -27.7 | -39.0 | -52.8 | -7.0 | -80.5 | -46.0 | 34.4 | -6.9 | -8.8 | -3.2 | 12.1 | -10.1 | 3.3 | 13.4 |
| C | -27.7 | -39.0 | -29.7 | 14.5 | -57.4 | -24.5 | 32.9 | -6.9 | -8.8 | 6.4 | 28.8 | -0.5 | 20.0 | 20.5 |
| T | -27.7 | -39.0 | -38.8 | 3.7 | -66.5 | -35.3 | 31.2 | -6.9 | -8.8 | 7.2 | 26.6 | 0.2 | 17.8 | 17.6 |
| U | -27.7 | -39.0 | -41.0 | 0.3 | -68.7 | -38.8 | 29.9 | -6.9 | -8.8 | 6.1 | 28.2 | -0.9 | 19.4 | 20.3 |
| TAP-C ${ }^{5}$ | -27.7 | -39.0 | -20.9 | -0.1 | -48.6 | -39.2 | 9.4 | -6.9 | -8.8 | -4.4 | 18.3 | -11.4 | 9.5 | 20.9 |
| TAP-N | -27.7 | -39.0 | -31.2 | -1.3 | -58.9 | -40.3 | 18.6 | -6.9 | -8.8 | -3.4 | 3.2 | -10.4 | -5.6 | 4.8 |
| BA-C ${ }^{5}$ | -27.7 | -39.0 | -76.2 | -35.4 | -103.9 | -74.4 | 29.5 | -6.9 | -8.8 | -3.9 | 18.9 | -10.8 | 10.1 | 20.9 |
| BA-N | -27.7 | -39.0 | 23.5 | 43.1 | -4.3 | 4.1 | 8.3 | -6.9 | -8.8 | 21.9 | 41.1 | 14.9 | 32.3 | 17.4 |
| CA | -27.7 | -39.0 | 5.0 | 22.8 | -22.8 | -16.2 | 6.5 | -6.9 | -8.8 | 21.6 | 37.5 | 14.6 | 28.7 | 14.0 |
|  |  |  |  |  |  |  |  | ${ }^{4} C_{1}$ |  |  |  |  |  |  |
| A | -22.1 | -47.8 | -22.5 | -9.3 | -44.6 | -57.1 | -12.5 | 6.3 | -2.9 | 1.6 | -2.5 | 7.9 | -5.4 | -13.3 |
| G | -22.1 | -47.8 | -23.8 | -19.1 | -46.0 | -66.9 | -20.9 | 6.3 | -2.9 | 10.4 | -3.8 | 16.6 | -6.8 | -23.4 |
| C | -22.1 | -47.8 | -30.8 | -1.3 | -53.0 | -49.1 | 3.9 | 6.3 | -2.9 | 15.2 | 4.9 | 21.5 | 2.0 | -19.5 |
| T | -22.1 | -47.8 | -25.8 | -13.2 | -47.9 | -61.0 | -13.2 | 6.3 | -2.9 | 18.1 | 5.3 | 24.4 | 2.4 | -22.0 |
| U | -22.1 | -47.8 | -29.1 | -16.4 | -51.2 | -64.2 | -13.0 | 6.3 | -2.9 | 18.2 | 6.2 | 24.4 | 3.3 | -21.2 |
| TAP-C ${ }^{5}$ | -22.1 | -47.8 | -14.8 | -10.4 | -37.0 | -58.2 | -21.2 | 6.3 | -2.9 | 19.1 | -3.4 | 25.3 | -6.3 | -31.6 |
| TAP-N | -22.1 | -47.8 | -23.8 | -4.6 | -45.9 | -52.4 | -6.4 | 6.3 | -2.9 | -10.4 | -4.8 | -4.1 | -7.8 | -3.6 |
| BA-C ${ }^{5}$ | -22.1 | -47.8 | -78.8 | -50.3 | -100.9 | -98.1 | 2.8 | 6.3 | -2.9 | 19.5 | -7.7 | 25.8 | -10.6 | -36.4 |
| BA-N | -22.1 | -47.8 | 45.5 | 33.1 | 23.3 | -14.7 | -38.1 | 6.3 | -2.9 | 42.5 | 21.5 | 48.7 | 18.6 | -30.1 |
| CA | -22.1 | -47.8 | 25.2 | 13.3 | 3.1 | -34.5 | -37.6 | 6.3 | -2.9 | 47.4 | 21.1 | 53.7 | 18.2 | -35.5 |
| MM | -22.1 | -47.8 | -18.0 | 5.6 | -40.2 | -42.2 | -2.1 | 6.3 | -2.9 | -4.8 | -3.8 | 1.5 | -6.7 | -8.1 |
| $\underset{{ }^{p-R N A}}{ }{ }^{1} C_{4}(\text { Rib-RUs })$ |  |  |  |  |  |  |  | $p \text {-RNA }{ }^{1} C_{4}(\text { Rib-RUs })$ |  |  |  |  |  |  |
| A | -52.2 | -39.3 | -3.9 | 7.9 | -56.1 | -31.4 | 24.7 | 4.6 | 1.1 | 11.0 | 16.6 | 15.5 | 17.7 | 2.2 |
| G | -52.2 | -39.3 | -2.3 | -0.4 | -54.6 | -39.7 | 14.9 | 4.6 | 1.1 | 15.1 | 14.7 | 19.7 | 15.8 | -3.9 |
| C | -52.2 | -39.3 | -4.5 | 20.3 | -56.7 | -19.0 | 37.7 | 4.6 | 1.1 | 22.2 | 31.5 | 26.8 | 32.7 | 5.9 |
| T | -52.2 | -39.3 | -13.0 | 7.6 | -65.3 | -31.7 | 33.6 | 4.6 | 1.1 | 24.0 | 33.5 | 28.6 | 34.6 | 6.0 |
|  |  |  |  |  |  |  | 419 |  |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(1)}$ | $\underline{\text { acc. }}{ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| U | -52.2 | -39.3 | -16.0 | 4.7 | -68.2 | -34.6 | 33.6 | 4.6 | 1.1 | 23.7 | 32.6 | 28.2 | 33.7 | 5.5 |
| TAP-C ${ }^{5}$ | -52.2 | -39.3 | 6.4 | -17.1 | -45.9 | -56.4 | -10.5 | 4.6 | 1.1 | 18.7 | 8.0 | 23.3 | 9.1 | -14.2 |
| TAP-N | -52.2 | -39.3 | 3.6 | 1.1 | -48.7 | -38.3 | 10.4 | 4.6 | 1.1 | -0.7 | 4.9 | 3.9 | 6.1 | 2.2 |
| BA-C ${ }^{5}$ | -52.2 | -39.3 | -69.4 | -42.4 | -121.7 | -81.7 | 40.0 | 4.6 | 1.1 | 7.0 | 15.2 | 11.6 | 16.4 | 4.7 |
| BA-N | -52.2 | -39.3 | 66.7 | 44.5 | 14.5 | 5.2 | -9.3 | 4.6 | 1.1 | 38.4 | 38.5 | 43.0 | 39.7 | -3.3 |
| CA | -52.2 | -39.3 | 46.8 | 23.3 | -5.5 | -16.1 | -10.6 | 4.6 | 1.1 | 40.5 | 37.3 | 45.1 | 38.4 | -6.7 |
| MM | -52.2 | -39.3 | 9.0 | 14.7 | -43.3 | -24.7 | 18.6 | 4.6 | 1.1 | -0.5 | 7.1 | 4.1 | 8.3 | 4.2 |
| ${ }^{4} C_{1}{ }^{4}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | -38.2 | -27.5 | 0.2 | -32.2 | -38.0 | -59.7 | -21.7 | -0.9 | -8.8 | 17.1 | -3.6 | 16.2 | -12.4 | -28.6 |
| G | -38.2 | -27.5 | -12.5 | -42.5 | -50.7 | -70.0 | -19.2 | -0.9 | -8.8 | 17.4 | -2.4 | 16.5 | -11.2 | -27.7 |
| C | -38.2 | -27.5 | -6.7 | -20.6 | -44.9 | -48.1 | -3.2 | -0.9 | -8.8 | 26.5 | 7.4 | 25.6 | -1.4 | -27.0 |
| T | -38.2 | -27.5 | -13.4 | -36.1 | -51.6 | -63.6 | -11.9 | -0.9 | -8.8 | 26.9 | 7.2 | 26.1 | -1.6 | -27.7 |
| U | -38.2 | -27.5 | -16.5 | -39.1 | -54.7 | -66.6 | -11.9 $\alpha$ | -0.9 | -8.8 | 26.0 | 7.7 | 25.2 | -1.1 | -26.2 |
| TAP-C ${ }^{5}$ | -38.2 | -27.5 | -1.0 | -23.3 | -39.3 | -50.8 | -11.5 | -0.9 | -8.8 | 25.2 | -4.3 | 24.4 | -13.1 | -37.4 |
| TAP-N | -38.2 | -27.5 | -21.6 | -14.6 | -59.8 | -42.1 | 17.7 | -0.9 | -8.8 | -6.1 | -4.1 | -6.9 | -12.9 | -6.0 |
| BA-C ${ }^{5}$ | -38.2 | -27.5 | -65.0 | -68.9 | -103.2 | -96.4 | 6.8 | -0.9 | -8.8 | -17.4 | -6.4 | -18.3 | -15.2 | 3.1 |
| BA-N | -38.2 | -27.5 | 52.9 | 4.9 | 14.7 | -22.6 | -37.2 | -0.9 | -8.8 | 59.0 | 20.5 | 58.1 | 11.7 | -46.5 |
| CA | -38.2 | -27.5 | 31.6 | -16.1 | -6.6 | -43.6 | -36.9 | -0.9 | -8.8 | 55.4 | 19.5 | 54.6 | 10.7 | -43.8 |
| MM | -38.2 | -27.5 | -15.7 | -19.1 | -54.0 | -46.6 | 7.4 | -0.9 | -8.8 | -4.6 | -4.3 | -5.4 | -13.1 | -7.7 |
|  | GNA (glycerol-RU) |  |  |  |  |  |  | GNA (glycerol-RU) |  |  |  |  |  |  |
| A | -35.2 |  | -44.9 |  | -80.1 |  | - | 6.7 |  | -32.2 |  | -25.4 |  | - |
| G | -35.2 |  | -51.1 |  | -86.2 |  | - | 6.7 |  | -21.4 |  | -14.6 |  | - |
| C | -35.2 |  | -37.4 |  | -72.5 |  | - | 6.7 |  | -22.9 |  | -16.2 |  | - |
| T | -35.2 |  | -49.6 |  | -84.7 |  | - | 6.7 |  | -16.8 |  | -10.0 |  | - |
| U | -35.2 |  | -52.0 |  | -87.2 |  | - | 6.7 |  | -17.2 |  | -10.5 |  | - |
| TAP-C ${ }^{5}$ | -35.2 |  | -44.5 |  | -79.7 |  | - | 6.7 |  | -41.9 |  | -35.2 |  | - |
| TAP-N | -35.2 |  | -24.4 |  | -59.6 |  | - | 6.7 |  | -16.7 |  | -10.0 |  | - |
| BA-C ${ }^{5}$ | -35.2 |  | -129.8 |  | -164.9 |  | - | 6.7 |  | -79.0 |  | -72.2 |  | - |
|  |  |  | 420 |  |  |  |  |  |  |  |  |  |



| $\mathbf{R} \mathbf{U}^{(1)}$ | vac. ${ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(1)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| MM | -15.0 | -49.5 | 8.7 | 23.7 | -6.3 | -25.8 | -19.6 | -0.8 | -16.8 | 10.4 | 12.3 | 9.6 | -4.5 | -14.2 |
| ${ }^{3}$ |  |  |  |  |  |  |  | ${ }^{3} T_{2}$ |  |  |  |  |  |  |
| A | -23.3 | -47.5 | -20.5 | 25.1 | -43.9 | -22.3 | 21.5 | -4.8 | 9.4 | 14.5 | -11.9 | 9.7 | -2.5 | -12.2 |
| G | -23.3 | -47.5 | -23.3 | -13.0 | -46.7 | -60.5 | -13.8 | -4.8 | 9.4 | 15.3 | -7.0 | 10.5 | 2.5 | -8.1 |
| C | -23.3 | -47.5 | -15.1 | 14.3 | -38.4 | -33.1 | 5.3 | -4.8 | 9.4 | 8.1 | -8.3 | 3.3 | 1.1 | -2.2 |
| T | -23.3 | -47.5 | -24.6 | 11.1 | -47.9 | -36.4 | 11.5 | -4.8 | 9.4 | 12.9 | -3.5 | 8.1 | 6.0 | -2.1 |
| U | -23.3 | -47.5 | -27.4 | -15.8 | -50.8 | -63.2 | -12.5 | -4.8 | 9.4 | 12.9 | 3.8 | 8.1 | 13.2 | 5.1 |
| TAP-C ${ }^{5}$ | -23.3 | -47.5 | -5.4 | 15.7 | -28.8 | -31.8 | -3.0 | -4.8 | 9.4 | -3.6 | -9.2 | -8.4 | 0.2 | 8.6 |
| TAP-N | -23.3 | -47.5 | 6.0 | 22.3 | -17.4 | -25.2 | -7.8 | -4.8 | 9.4 | 8.7 | 0.1 | 3.9 | 9.5 | 5.6 |
| BA-C ${ }^{5}$ | -23.3 | -47.5 | -110.3 | -112.5 | -133.7 | -160.0 | -26.3 | -4.8 | 9.4 | -60.6 | -15.7 | -65.4 | -6.2 | 59.2 |
| BA-N | -23.3 | -47.5 | 32.9 | -3.6 | 9.6 | -51.1 | -60.7 | -4.8 | 9.4 | 22.7 | 15.9 | 17.9 | 25.3 | 7.5 |
| CA | -23.3 | -47.5 | 18.9 | 7.1 | -4.5 | -40.4 | -35.9 | -4.8 | 9.4 | 19.6 | 2.8 | 14.8 | 12.2 | -2.6 |
| MM | -23.3 | -47.5 | -11.2 | 23.7 |  | -23.7 | 10.9 | -4.8 | 9.4 | 9.6 | 0.9 |  | 10.3 | 5.5 |
|  | $\underline{\text { RNA }} \underset{{ }^{2} T_{3}}{(\text { Ribf-RUs })}$ |  |  |  |  |  |  | $\underline{\text { RNA }} \underset{{ }^{2} T_{3}}{(\text { Ribf-RUs })}$ |  |  |  |  |  |  |
| A | -24.6 | -40.5 | -34.5 | 18.0 | -59.1 | -22.5 | 36.6 | 2.6 | -17.2 | 7.4 | 16.7 | 10.0 | -0.5 | -10.4 |
| G | -24.6 | -40.5 | -51.7 | -31.1 | -76.3 | -71.6 | 4.8 | 2.6 | -17.2 | 7.2 | 12.3 | 9.8 | -4.9 | -14.7 |
| C | -24.6 | -40.5 | 7.3 | -4.6 | -17.3 | -45.1 | -27.8 | 2.6 | -17.2 | 10.6 | 15.2 | 13.2 | -2.0 | -15.1 |
| T | -24.6 | -40.5 | 2.6 | 1.7 | -22.0 | -38.9 | -16.8 | 2.6 | -17.2 | 19.1 | 22.9 | 21.7 | 5.8 | -15.9 |
| U | -24.6 | -40.5 | -0.7 | -12.1 | -25.3 | -52.6 | -27.3 | 2.6 | -17.2 | 19.7 | 19.9 | 22.3 | 2.8 | -19.5 |
| TAP-C ${ }^{5}$ | -24.6 | -40.5 | -22.3 | -36.1 | -46.9 | -76.6 | -29.8 | 2.6 | -17.2 | 11.0 | 9.3 | 13.6 | -7.9 | -21.5 |
| TAP-N | -24.6 | -40.5 | -39.1 | 11.1 | -63.7 | -29.4 | 34.3 | 2.6 | -17.2 | 4.9 | 13.6 | 7.5 | -3.6 | -11.1 |
| BA-C ${ }^{5}$ | -24.6 | -40.5 | -104.1 | -121.1 | -128.7 | -161.6 | -32.9 | 2.6 | -17.2 | -4.4 | -59.5 | -1.8 | -76.7 | -74.9 |
| BA-N | -24.6 | -40.5 | 8.2 | 7.8 | -16.4 | -32.7 | -16.3 | 2.6 | -17.2 | 25.2 | 22.7 | 27.8 | 5.6 | -22.2 |
| CA | -24.6 | -40.5 | 10.7 | 5.8 | -13.9 | -34.7 | -20.8 | 2.6 | -17.2 | 35.8 | 24.2 | 38.4 | 7.1 | -31.3 |
| MM | -24.6 | -40.5 | -29.5 | ${ }^{13.6}{ }^{3} \mathrm{~T}$ | -54.1 | -26.9 | 27.2 | 2.6 | -17.2 | 11.2 | $11.9$ | 13.8 | -5.3 | -19.1 |
| A | -29.0 | -49.6 | -28.0 | $7.1{ }^{\text {T }}$ | -57.0 | -42.5 | 14.5 | -5.1 | -9.1 | 14.8 | -3.4 ${ }^{\text {T }}$ | 9.7 | -12.4 | -22.2 |
|  |  |  |  |  |  |  | 422 |  |  |  |  |  |  |  |


|  | vac. ${ }^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}{ }^{\text {b }}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}(\mathbf{1 1 )}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| G | -29.0 | -49.6 | -46.1 | 10.9 | -75.1 | -38.7 | 36.4 | -5.1 | -9.1 | 8.3 | 13.1 | 3.2 | 4.0 | 0.9 |
| C | -29.0 | -49.6 | -25.6 | -8.9 | -54.6 | -58.5 | -3.9 | -5.1 | -9.1 | 19.9 | 4.6 | 14.7 | -4.5 | -19.2 |
| T | -29.0 | -49.6 | -35.0 | -19.8 | -64.0 | -69.4 | -5.4 | -5.1 | -9.1 | 41.2 | 14.7 | 36.1 | 5.6 | -30.5 |
| U | -29.0 | -49.6 | -38.1 | -32.1 | -67.1 | -81.7 | -14.6 | -5.1 | -9.1 | 40.7 | 13.4 | 35.6 | 4.4 | -31.2 |
| TAP-C ${ }^{5}$ | -29.0 | -49.6 | -18.5 | -31.3 | -47.5 | -80.9 | -33.4 | -5.1 | -9.1 | 13.3 | 3.5 | 8.2 | -5.6 | -13.7 |
| TAP-N | -29.0 | -49.6 | -29.7 | -7.1 | -58.8 | -56.7 | 2.0 | -5.1 | -9.1 | 11.5 | 2.0 | 6.3 | -7.0 | -13.4 |
| BA-C ${ }^{5}$ | -29.0 | -49.6 | -84.0 | -47.3 | -113.0 | -96.9 | 16.1 | -5.1 | -9.1 | -71.9 | -49.5 | -77.0 | -58.6 | 18.5 |
| BA-N | -29.0 | -49.6 | 17.0 | 34.8 | -12.0 | -14.9 | -2.9 | -5.1 | -9.1 | 28.3 | 25.0 | 23.2 | 16.0 | -7.2 |
| CA | -29.0 | -49.6 | 19.4 | 18.0 | -9.6 | -31.6 | -21.9 | -5.1 | -9.1 | 33.9 | 28.2 | 28.7 | 19.1 | -9.6 |
| MM | -29.0 | -49.6 | -19.7 | -6.7 | -48.7 | -56.3 | -7.6 | -5.1 | -9.1 | 17.8 | 2.6 | 12.7 | -6.5 | -19.2 |
|  | $\text { TNA (Tho-RUs) }{ }^{2} T_{3}$ |  |  |  |  |  |  | TNA (Tho-RUs) ${ }^{2} T_{3}$ |  |  |  |  |  |  |
| A | -47.7 | -37.5 | -10.1 | 310.3 | -57.8 | 272.8 | 330.6 | 0.3 | -27.2 | 20.1 | -1.7 | 20.4 | -28.9 | -49.3 |
| G | -47.7 | -37.5 | -18.1 | 307.9 | -65.9 | 270.4 | 336.3 | 0.3 | -27.2 | 21.4 | 0.4 | 21.6 | -26.8 | -48.4 |
| C | -47.7 | -37.5 | -0.6 | 10.0 | -48.4 | -27.5 | 20.9 | 0.3 | -27.2 | 30.9 | 19.9 | 31.2 | -7.3 | -38.5 |
| T | -47.7 | -37.5 | -11.2 | -4.5 | -59.0 | -42.0 | 16.9 | 0.3 | -27.2 | 14.2 | 16.9 | 14.5 | -10.3 | -24.8 |
| U | -47.7 | -37.5 | -14.1 | -7.9 | -61.8 | -45.3 | 16.5 | 0.3 | -27.2 | 36.7 | -6.7 | 37.0 | -33.9 | -70.8 |
| TAP-C5 | -47.7 | -37.5 | -22.3 | 7.4 | -70.0 | -30.0 | 40.0 | 0.3 | -27.2 | 17.5 | -7.1 | 17.8 | -34.3 | -52.1 |
| TAP-N | -47.7 | -37.5 | -6.2 | 0.0 | -53.9 | -37.5 | 16.4 | 0.3 | -27.2 | 1.3 | -3.1 | 1.5 | -30.3 | -31.8 |
| BA-C ${ }^{5}$ | -47.7 | -37.5 | -55.2 | -93.6 | -102.9 | -131.1 | -28.2 | 0.3 | -27.2 | -38.9 | -6.9 | -38.6 | -34.1 | 4.5 |
| BA-N | -47.7 | -37.5 | 29.7 | 40.8 | -18.0 | 3.3 | 21.3 | 0.3 | -27.2 | 40.0 | 34.1 | 40.3 | 6.9 | -33.4 |
| CA | -47.7 | -37.5 | 8.9 | 18.7 | -38.9 | -18.8 | 20.1 | 0.3 | -27.2 | 41.4 | 20.7 | 41.6 | -6.5 | -48.2 |
| ${ }^{3}{ }^{3} T_{2}$ |  |  |  |  |  |  |  | ${ }^{3} T_{2}$ |  |  |  |  |  |  |
| A | -49.6 | -41.5 | -10.1 | -20.1 | -59.7 | -61.6 | -2.0 | -19.5 | -2.2 | 0.8 | -20.0 | -18.7 | -22.2 | -3.5 |
| G | -49.6 | -41.5 | -18.1 | -17.8 | -67.7 | -59.4 | 8.4 | -19.5 | -2.2 | 1.9 | -19.2 | -17.6 | -21.4 | -3.8 |
| C | -49.6 | -41.5 | -0.6 | -11.9 | -50.2 | -53.4 | -3.2 | -19.5 | -2.2 | 7.6 | -1.3 | -11.9 | -3.5 | 8.4 |
| T | -49.6 | -41.5 | -11.2 | -25.0 | -60.8 | -66.5 | -5.7 | -19.5 | -2.2 | 7.8 | -10.3 | -11.8 | -12.5 | -0.7 |
|  |  |  |  |  |  |  | 423 |  |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(1)}$ | $\underline{v a c} .^{(12)}$ |  |  |  |  |  |  | solv. ${ }^{(13)}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}{ }^{(11)}$ | $\Delta \boldsymbol{G}_{\mathbf{a}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ |  | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |  | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
|  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ | $\alpha$ | $\beta$ |  |
| U | -49.6 | -41.5 | -14.1 | -28.1 | -63.6 | -69.6 | -6.0 | -19.5 | -2.2 | 7.8 | -12.1 | -11.7 | -14.3 | -2.6 |
| TAP-C ${ }^{5}$ | -49.6 | -41.5 | -22.3 | -12.5 | -71.9 | -54.1 | 17.8 | -19.5 | -2.2 | -6.7 | -2.9 | -26.3 | -5.0 | 21.2 |
| TAP-N | -49.6 | -41.5 | -6.2 | -20.9 | -55.8 | -62.4 | -6.7 | -19.5 | -2.2 | -3.4 | -6.7 | -22.9 | -8.8 | 14.1 |
| BA-C ${ }^{5}$ | -49.6 | -41.5 | -55.2 | -88.7 | -104.7 | -130.2 | -25.5 | -19.5 | -2.2 | -8.1 | -19.3 | -27.7 | -21.4 | 6.3 |
| BA-N | -49.6 | -41.5 | 29.8 | 18.9 | -19.8 | -22.6 | -2.8 | -19.5 | -2.2 | 20.9 | 9.4 | 1.4 | 7.2 | 5.8 |
| CA | -49.6 | -41.5 | 8.9 | -2.4 | -40.7 | -43.9 | -3.2 | -19.5 | -2.2 | 19.2 | 233.0 | -0.4 | 230.9 | 231.2 |
| MM | -49.6 | -41.5 | 19.7 | -8.8 | -29.9 | -50.4 | -20.5 | -19.5 | -2.2 | -2.6 | 2.6 | -22.2 | 0.5 | 22.6 |
| $\left.\frac{p-\text { DNA }}{}{ }^{1}{ }^{1} C_{4} \mathrm{dib}-\mathrm{RUs}\right)$ |  |  |  |  |  |  |  | $\stackrel{p-\text { DNA }}{ }{ }^{{ }^{l} C_{4}}$ |  |  |  |  |  |  |
| A | -38.8 | -31.0 | -12.0 | 5.1 | -50.8 | -25.9 | 24.9 | -3.2 | -5.3 | -2.2 | 11.7 | -5.4 | 6.4 | 11.8 |
| G | -38.8 | -31.0 | -31.3 | -4.8 | -70.1 | -35.8 | 34.3 | -3.2 | -5.3 | 7.9 | 10.7 | 4.7 | 5.4 | 0.7 |
| C | -38.8 | -31.0 | -11.3 | 15.6 | -50.1 | -15.4 | 34.6 | -3.2 | -5.3 | 5.6 | 28.3 | 2.4 | 23.0 | 20.6 |
| T | -38.8 | -31.0 | -20.3 | 4.7 | -59.0 | -26.3 | 32.7 | -3.2 | -5.3 | 5.9 | 31.0 | 2.7 | 25.6 | 22.9 |
| U | -38.8 | -31.0 | -22.8 | 1.3 | -61.6 | -29.7 | 31.9 | -3.2 | -5.3 | 5.2 | 29.9 | 2.0 | 24.6 | 22.6 |
| TAP-C ${ }^{5}$ | -38.8 | -31.0 | -10.1 | 7.7 | -48.9 | -23.3 | 25.6 | -3.2 | -5.3 | -4.6 | 16.6 | -7.8 | 11.3 | 19.1 |
| TAP-N | -38.8 | -31.0 | -9.3 | 10.8 | -48.1 | -20.2 | 27.9 | -3.2 | -5.3 | 13.7 | 3.7 | 10.5 | -1.6 | -12.1 |
| BA-C ${ }^{5}$ | -38.8 | -31.0 | -57.2 | -56.5 | -95.9 | -87.5 | 8.4 | -3.2 | -5.3 | -3.4 | 19.4 | -6.6 | 14.1 | 20.7 |
| BA-N | -38.8 | -31.0 | 39.7 | 43.3 | 0.9 | 12.3 | 11.4 | -3.2 | -5.3 | 23.3 | 41.4 | 20.1 | 36.1 | 16.0 |
| CA | -38.8 | -31.0 | 21.0 | 22.5 | -17.8 | -8.5 | 9.2 | -3.2 | -5.3 | 22.3 | 37.6 | 19.1 | 32.3 | 13.1 |
|  |  |  |  |  |  |  |  | $\begin{array}{llllllll}-3.2 & -5.3 & 19.4 & 7.0 & 16.2 & 1.7 & -14.6\end{array}$ |  |  |  |  |  |  |
| A | -10.9 | -38.5 | -22.6 | -8.9 | -33.4 | -47.4 | -14.0 | 10.7 | -1.2 | 17.3 | -3.4 | 28.0 | -4.5 | -32.5 |
| G | -10.9 | -38.5 | -23.9 | -18.5 | -34.7 | -57.1 | -22.3 | 10.7 | -1.2 | 6.5 | -3.3 | 17.2 | -4.5 | -21.6 |
| C | -10.9 | -38.5 | -4.4 | -0.9 | -15.3 | -39.5 | -24.2 | 10.7 | -1.2 | 29.9 | 6.7 | 40.6 | 5.5 | -35.0 |
| T | -10.9 | -38.5 | -27.4 | -12.3 | -38.2 | -50.8 | -12.6 | 10.7 | -1.2 | 30.5 | 5.1 | 41.2 | 3.9 | -37.3 |
| U | -10.9 | -38.5 | -30.2 | -15.4 | -41.1 | -54.0 | -12.9 | 10.7 | -1.2 | 15.0 | 7.4 | 25.7 | 6.3 | -19.5 |
| TAP-C ${ }^{5}$ | -10.9 | -38.5 | -16.7 | -10.6 | -27.6 | -49.1 | -21.5 | 10.7 | -1.2 | 29.1 | -3.2 | 39.8 | -4.3 | -44.1 |
| TAP-N | -10.9 | -38.5 | -23.7 | -4.4 | -34.6 | -42.9 | -8.3 | 10.7 | -1.2 | -10.0 | -4.6 | 0.7 | -5.7 | -6.5 |
|  |  |  |  |  |  |  | 424 |  |  |  |  |  |  |  |



| $\mathbf{R} \mathbf{U}^{(1)}$ | $\underline{\text { vac. }}{ }^{(12)}$ |  |  |  | solv. ${ }^{(13)}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \boldsymbol{G}_{\text {a }}$ | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}(\mathbf{1 1 )}$ | $\Delta \boldsymbol{G}_{\mathrm{a}}^{\circ}$ | $\Delta \boldsymbol{G}_{\mathbf{b}}^{\circ}$ | $\Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ | $\Delta \Delta \boldsymbol{G}_{\mathbf{a}+\mathbf{b}}^{\circ}$ |
| MM | $\alpha \quad \beta$ | $\alpha \quad \beta$ | $\alpha \quad \beta$ |  | $\alpha \quad \beta$ | $\alpha \quad \beta$ | $\alpha \quad \beta$ |  |
|  | -28.6-11.7 | -16.6-17.9 | -45.2 -29.5 | 15.6 | $12.4-6.8$ | 16.0 -4.2 | $28.4-11.0$ | -39.5 |
|  | GNA (glycerol-RU) $\mathrm{HAsO}_{3}{ }^{-}$ |  |  |  | GNA (glycerol-RU) |  |  |  |
| A | -25.7 | -47.7 | -73.3 | - | 8.4 | -25.5 | -17.1 | - |
| G | -25.7 | -53.6 | -79.3 | - | 8.4 | -23.5 | -15.1 | - |
| C | -25.7 | -41.6 | -67.2 | - | 8.4 | -16.5 | -8.2 | - |
| T | -25.7 | -48.6 | -74.2 | - | 8.4 | -16.9 | -8.5 | - |
| U | -25.7 | -51.1 | -76.8 | - | 8.4 | -17.2 | -8.8 | - |
| TAP-C ${ }^{5}$ | -25.7 | -45.8 | -71.4 | - | 8.4 | -30.9 | -22.5 | - |
| TAP-N | -25.7 | -27.5 | -53.1 | - | 8.4 | -17.0 | -8.6 | - |
| BA-C ${ }^{5}$ | -25.7 | -140.2 | -165.8 | - | 8.4 | -50.3 | -41.9 | - |
| BA-N | -25.7 | -0.8 | -26.5 | - | 8.4 | -18.1 | -9.7 | - |
| CA | -25.7 | -28.3 | -54.0 | - | 8.4 | -8.7 | -0.3 | - |
| MM | -25.7 | -8.2 | -33.9 | - | 8.4 | -10.7 | -2.4 | - |
|  |  | GNA (glyceric acid-RU) |  |  | GNA (glyceric acid-RU) |  |  |  |
| A | -49.2 | 58.2 | 9.0 | - | -4.2 | 45.6 | 41.4 | - |
| G | -49.2 | 22.8 | -26.4 | - | -4.2 | 61.0 | 56.8 | - |
| C | -49.2 | 64.0 | 14.8 | - | -4.2 | 61.0 | 56.8 | - |
| T | -49.2 | 53.1 | 4.0 | - | -4.2 | 77.7 | 73.5 | - |
| U | -49.2 | -11.9 | -61.1 | - | -4.2 | 65.2 | 61.0 | - |
| TAP-C ${ }^{5}$ | -49.2 | 43.5 | -5.7 | - | -4.2 | 39.2 | 35.0 | - |
| TAP-N | -49.2 | 5.9 | -43.3 | - | -4.2 | -4.5 | -8.7 | - |
| BA-C ${ }^{5}$ | -49.2 | -34.0 | -83.2 | - | -4.2 | 50.8 | 46.6 | - |
| BA-N | -49.2 | 105.9 | 56.8 | - | -4.2 | 82.9 | 78.7 | - |
| CA | -49.2 | 85.1 | 36.0 | - | -4.2 | 85.1 | 80.9 | - |
| MM | -49.2 | 46.7 | -2.5 | - | -4.2 | 12.2 | 8.0 | - |

${ }^{(1)} \mathrm{RU}=$ unspecified recognition unit. ${ }^{(2)} 2 \mathrm{dRibf}: \mathrm{D}-2^{\prime}$-deoxyribofuranose. ${ }^{(3)}$ Ribf: D-ribofuranose. ${ }^{(4)}$ Tho: D-threose. ${ }^{(5)} 2 \mathrm{dRib}$ : D-2'-deoxyribopyranose.
${ }^{(6)}$ Rib: D-ribopyranose. ${ }^{(7)}{ }^{2} \mathrm{~T}_{3}$ (South or C2'-endo-C3'-exo) and ${ }^{(8)}{ }^{3} \mathrm{~T}_{2}$ (North or C2'-exo-C3'-endo) conformations for 5-MR sugars. ${ }^{(9) 1} \mathrm{C}_{4}$ and ${ }^{(10) 4} \mathrm{C}_{1}$ conformations for $6-\mathrm{MR}$ sugars. ${ }^{(11)}$ The $\Delta \Delta$ values are the Gibbs energies of reaction along a given two-step pathway for the $\beta$ - minus the same pathway but for the $\alpha$-anomer. For example, from the pathways labeled in Figure 4.5, $\Delta \Delta G_{R x(a+b)}^{\circ}$ is the difference of $\left(\Delta G_{a+b}^{\circ}\right)_{\beta}-\left(\Delta G_{a+b}^{\circ}\right)_{\alpha}$. In turn, $\left(\Delta G_{a+b}^{\circ}\right)_{\beta}$, for instance, is the sum of the Gibbs energies for the condensation reaction along the pathway (a) then (b) yielding the nucleotide. Expressed symbolically, $\left(\Delta G_{a+b}^{\circ}\right)_{\beta}=\left(\Delta G_{a}^{\circ}\right)_{\beta}+\left(\Delta G_{b}^{\circ}\right)_{\beta}$. Hence, in general: $\Delta \Delta G_{i+j}^{\circ}=\left(\Delta G_{i+j}^{\circ}\right)_{\beta}-\left(\Delta G_{i+j}^{\circ}\right)_{\alpha}$, where $i=\mathrm{a}, \mathrm{c}$, and $j=\mathrm{b}$, d. ${ }^{(12)}$ Differences in $\Delta G^{\circ}$ in vacuum at the DFT level. ${ }^{(13)}$ Differences in $\Delta G^{\circ}$ in solvent.

Table A5. Values in $\left({ }^{\circ}\right)$ for the torsion angle $\chi$ that governs the conformation of the RUs around the TC in the glycosidic bond of the nucleotides obtained through the classic ( $\mathrm{a}+\mathrm{b}$ ) and alternative ( $\mathrm{c}+\mathrm{d}$ ) pathways. 2dRibf: 2'-deoxyribofuranose, Ribf: ribofuranose, Tho: threose, 2dRib: 2'-deoxyribopyranose and Rib: ribopyranose.

| $\mathbf{R U}^{(\mathbf{1 )}}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ solv. ${ }^{(3)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\frac{\text { classic pathway }(a+b)}{\mathbf{H P O}_{3}{ }^{-}}$ |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 2dRibf |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
|  |  |  | $\alpha^{-2} T_{3}$ |  | $\overline{\alpha-2 T_{3}}$ |  | $\alpha^{-1} C_{4}{ }^{\text {d }}$ |  | $\alpha-{ }^{1} C_{4}$ |  |
| A | 96.7 | 294.0 | 169.5 | 300.7 | 73.7 | 295.4 | 115.4 | 289.2 | 109.9 | 117.0 |
| G | 296.1 | 103.8 | 168.7 | 302.1 | 105.8 | 287.2 | 291.9 | 293.0 | 107.9 | 111.6 |
| C | 291.0 | 293.4 | 162.9 | 303.9 | 300.8 | 296.1 | 122.6 | 290.0 | 129.1 | 136.7 |
| T | 293.9 | 294.1 | 139.3 | 303.1 | 300.5 | 297.3 | 118.3 | 119.4 | 124.6 | 133.4 |
| U | 294.2 | 294.3 | 140.7 | 304.9 | 300.6 | 297.5 | 118.5 | 119.6 | 124.8 | 133.3 |
| TAP-C ${ }^{5}$ | 65.2 | 296.7 | 71.7 | 74.6 | 220.2 | 337.1 | 303.8 | 309.1 | 234.6 | 65.6 |
| TAP-N | 74.0 | 75.6 | 72.5 | 91.2 | 76.2 | 76.6 | 72.6 | 75.2 | 73.6 | 74.1 |
| BA-C ${ }^{5}$ | 276.1 | 294.6 | 250.7 | 304.7 | 142.5 | 297.3 | 122.8 | 292.6 | 88.5 | 299.3 |
| BA-N | 299.0 | 294.9 | 316.3 | 307.1 | 297.0 | 295.7 | 103.4 | 291.1 | 136.8 | 135.6 |
| CA | 298.6 | 296.5 | 141.8 | 308.0 | 298.1 | 298.1 | 289.7 | 292.7 | 137.6 | 136.3 |
| MM | 297.5 | 295.3 | 306.7 | 86.2 | 281.6 | 290.7 | 302.0 | 84.0 | 87.1 | 84.3 |
|  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{1} C_{4}$ |  | $\beta-{ }^{1} C_{4}$ |  |
| A | 76.5 | 70.2 | 180.2 | 67.5 | 53.9 | 88.1 | 183.2 | 287.5 | 176.5 | 76.4 |
| G | 76.7 | 72.5 | 74.1 | 71.4 | 161.0 | 56.4 | 171.0 | 286.8 | 124.9 | 111.8 |
| C | 207.4 | 72.8 | 197.1 | 70.9 | 53.3 | 56.1 | 70.6 | 284.6 | 63.8 | 197.6 |
| T | 215.8 | 209.3 | 198.1 | 70.4 | 51.8 | 220.1 | 69.1 | 285.8 | 63.5 | 93.5 |
| U | 237.2 | 209.6 | 198.3 | 70.4 | 51.7 | 218.9 | 69.1 | 286.2 | 63.7 | 74.4 |
| TAP-C ${ }^{5}$ | 212.6 | 225.4 | 20.0 | 29.7 | 205.0 | 300.4 | 137.3 | 307.0 | 28.6 | 33.0 |
| TAP-N | 216.6 | 253.7 | 292.8 | 275.4 | 212.4 | 281.2 | 289.7 | 285.8 | 290.0 | 284.4 |
| BA-C ${ }^{5}$ | 242.1 | 71.6 | 194.0 | 66.9 | 207.7 | 56.3 | 160.3 | 112.4 | 148.8 | 105.2 |
| BA-N | 290.4 | 251.2 | 75.7 | 72.1 | 234.9 | 250.0 | 243.8 | 257.7 | 71.9 | 260.3 |
| CA | 294.0 | 257.3 | 69.5 | 71.6 | 234.9 | 250.5 | 246.5 | 258.4 | 69.1 | 73.4 |


| $\mathbf{R} \mathbf{U}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM | 70.7 | 72.4 | 66.1 | 67.4 | 49.2 | 273.9 | 280.0 | 279.0 | 280.6 | 278.5 |
|  | $\alpha-{ }^{3} T_{2}{ }^{(4)}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha-{ }^{4} C_{l}{ }^{(5)}$ |  | $\alpha^{-} C_{1}$ |  |
| A | 294.3 | 295.0 | 173.1 | 300.7 | 103.0 | 295.6 | 90.6 | 279.2 | 201.6 | 212.9 |
| G | 296.4 | 103.8 | 295.3 | 302.1 | 105.8 | 296.0 | 312.0 | 217.0 | 207.4 | 297.2 |
| C | 288.3 | 154.4 | 173.6 | 303.9 | 156.2 | 296.6 | 90.5 | 290.3 | 142.3 | 222.8 |
| T | 289.5 | 127.0 | 173.3 | 304.7 | 114.0 | 297.4 | 89.4 | 220.3 | 333.7 | 219.2 |
| U | 292.4 | 132.2 | 137.5 | 304.9 | 114.2 | 297.6 | 88.8 | 291.0 | 333.8 | 292.9 |
| TAP-C ${ }^{5}$ | 301.9 | 318.2 | 335.0 | 71.9 | 158.1 | 153.4 | 43.0 | 45.9 | 57.1 | 222.8 |
| TAP-N | 73.6 | 75.6 | 74.7 | 73.4 | 71.7 | 76.3 | 72.4 | 71.8 | 80.1 | 77.6 |
| BA-C ${ }^{5}$ | 132.1 | 294.4 | 177.6 | 302.7 | 142.6 | 297.2 | 191.1 | 290.3 | 204.8 | 234.8 |
| BA-N | 298.1 | 114.0 | 317.3 | 307.1 | 111.9 | 297.4 | 340.1 | 292.8 | 294.4 | 294.0 |
| CA | 298.6 | 296.5 | 135.8 | 119.6 | 298.2 | 298.5 | 338.0 | 293.5 | 120.5 | 130.7 |
| MM | 297.5 | 83.7 | 293.5 | 310.3 | 86.0 | 282.7 | 302.7 | 204.9 | 202.9 | 204.3 |
|  | $\beta-{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta^{-4} C_{1}$ |  | $\beta^{-4} C_{1}$ |  |
| A | 217.0 | 70.2 | 180.2 | 70.8 | 49.5 | 68.4 | 243.1 | 256.4 | 114.4 | 140.9 |
| G | 59.5 | 64.6 | 197.6 | 64.3 | 257.5 | 191.8 | 239.7 | 257.3 | 240.3 | 187.0 |
| C | 215.0 | 192.1 | 192.8 | 195.0 | 246.6 | 197.1 | 223.1 | 236.2 | 240.7 | 205.5 |
| T | 211.3 | 192.1 | 194.9 | 194.8 | 246.0 | 197.5 | 234.1 | 239.0 | 238.9 | 242.2 |
| U | 212.9 | 206.9 | 196.9 | 194.8 | 245.7 | 218.9 | 223.5 | 239.2 | 238.7 | 238.4 |
| TAP-C ${ }^{5}$ | 35.5 | 225.4 | 199.8 | 35.0 | 205.0 | 300.4 | 213.4 | 223.1 | 34.1 | 230.2 |
| TAP-N | 287.2 | 285.5 | 290.1 | 275.1 | 212.4 | 281.0 | 286.1 | 285.3 | 277.1 | 280.9 |
| BA-C ${ }^{5}$ | 243.4 | 69.2 | 155.7 | 71.0 | 207.7 | 56.3 | 205.1 | 246.5 | 215.7 | 110.0 |
| BA-N | 290.1 | 252.0 | 289.5 | 254.5 | 234.9 | 250.0 | 254.4 | 251.8 | 92.5 | 252.2 |
| CA | 91.4 | 67.4 | 92.6 | 69.0 | 235.7 | 250.5 | 66.3 | 66.6 | 276.0 | 66.4 |
| MM | 62.0 | 281.0 | 193.6 | 189.1 | 277.4 | 273.9 | 274.9 | 276.2 | 204.1 | 204.5 |
|  |  |  | $\mathrm{HAsO}_{3}{ }^{-}$ |  |  |  |  |  |  |  |
|  | 2dRibf |  | Ribf |  | Tho |  | $\underline{\text { 2dRib }}$ |  | Rib |  |
|  | $\alpha{ }^{-2} T_{3}$ |  | $\alpha-{ }^{2} T_{3}$ |  | $\alpha{ }^{-2} T_{3}$ |  | $\alpha-{ }^{1} C_{4}$ |  | $\alpha-{ }^{1} C_{4}$ |  |
| A | 98.4 | 294.3 | 171.6 | 257.9 | 74.0 | 295.5 | 115.7 | 289.6 | 110.4 | 113.5 |
| G | 296.2 | 105.7 | 169.8 | 302.1 | 105.9 | 297.2 | 292.8 | 291.5 | 109.3 | 113.6 |
| C | 288.1 | 293.6 | 163.6 | 303.1 | 300.6 | 296.3 | 123.2 | 290.1 | 129.6 | 140.0 |


| $\mathbf{R} \mathbf{U}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | 289.6 | 294.3 | 163.3 | 304.1 | 300.4 | 297.3 | 118.5 | 118.2 | 125.1 | 133.4 |
| U | 289.6 | 294.7 | 162.9 | 304.1 | 300.4 | 297.5 | 122.3 | 119.3 | 125.3 | 134.1 |
| TAP-C ${ }^{5}$ | 105.5 | 304.7 | 56.5 | 106.6 | 220.0 | 336.1 | 300.7 | 304.7 | 235.1 | 61.8 |
| TAP-N | 74.2 | 65.9 | 72.8 | 75.3 | 76.2 | 75.8 | 72.8 | 75.0 | 73.6 | 75.8 |
| BA-C ${ }^{5}$ | 171.8 | 295.0 | 256.7 | 304.7 | 141.5 | 297.4 | 114.5 | 292.2 | 88.9 | 319.2 |
| BA-N | 298.3 | 294.9 | 280.3 | 306.6 | 296.8 | 294.9 | 104.3 | 291.6 | 137.2 | 136.5 |
| CA | 298.7 | 296.2 | 131.3 | 309.1 | 298.0 | 298.7 | 290.5 | 292.6 | 138.0 | 130.9 |
| MM | 297.5 | 295.6 | 303.0 | 84.6 | 281.2 | 298.8 | 301.7 | 83.9 | 87.5 | 83.7 |
|  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{1} C_{4}$ |  | $\beta-{ }^{1} C_{4}$ |  |
| A | 76.5 | 209.6 | 177.1 | 68.8 | 55.1 | 188.8 | 182.7 | 288.0 | 180.2 | 94.2 |
| G | 75.7 | 55.4 | 77.5 | 63.6 | 161.8 | 56.3 | 176.1 | 286.7 | 126.4 | 121.8 |
| C | 228.6 | 69.4 | 193.7 | 71.1 | 52.7 | 55.9 | 70.4 | 285.4 | 64.0 | 197.7 |
| T | 237.2 | 240.0 | 195.0 | 71.2 | 51.6 | 220.1 | 68.8 | 285.9 | 246.7 | 93.4 |
| U | 210.1 | 206.1 | 195.0 | 71.3 | 51.5 | 218.0 | 68.9 | 285.7 | 246.6 | 92.5 |
| TAP-C ${ }^{5}$ | 213.5 | 225.8 | 20.4 | 44.8 | 205.0 | 208.1 | 137.3 | 306.7 | 28.8 | 33.2 |
| TAP-N | 283.6 | 257.4 | 266.5 | 261.5 | 212.7 | 278.0 | 289.8 | 285.9 | 289.9 | 284.2 |
| BA-C ${ }^{5}$ | 221.6 | 60.8 | 196.3 | 67.5 | 207.7 | 57.4 | 160.5 | 108.2 | 149.0 | 105.7 |
| BA-N | 289.4 | 247.2 | 75.0 | 70.6 | 236.1 | 249.7 | 243.6 | 256.6 | 72.2 | 259.1 |
| CA | 257.1 | 257.6 | 69.4 | 69.2 | 235.9 | 250.2 | 245.3 | 258.1 | 69.4 | 75.5 |
| MM | 77.6 | 75.5 | 66.8 | 69.3 | 49.3 | 276.6 | 279.7 | 279.4 | 279.7 | 276.4 |
|  | $\alpha{ }^{-3} T_{2}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha_{-}{ }^{3} T_{2}$ |  | $\alpha_{-{ }^{4} C_{1}}$ |  | $\alpha^{4}{ }^{4} C_{1}$ |  |
| A | 294.1 | 294.8 | 203.6 | 258.0 | 101.1 | 295.3 | 90.3 | 278.4 | 201.0 | 217.7 |
| G | 296.2 | 90.0 | 295.8 | 302.1 | 105.4 | 271.9 | 303.9 | 221.3 | 206.4 | 296.6 |
| C | 288.1 | 161.0 | 256.0 | 303.1 | 110.6 | 296.3 | 91.1 | 287.2 | 140.9 | 227.3 |
| T | 289.6 | 128.6 | 140.1 | 303.9 | 110.7 | 297.3 | 89.8 | 226.6 | 333.6 | 226.2 |
| U | 289.6 | 126.6 | 140.6 | 304.2 | 114.3 | 297.5 | 89.2 | 287.3 | 333.6 | 292.6 |
| TAP-C ${ }^{5}$ | 303.1 | 308.9 | 295.0 | 63.3 | 157.7 | 153.5 | 44.2 | 47.4 | 57.5 | 224.8 |
| TAP-N | 72.1 | 73.9 | 58.0 | 70.7 | 71.3 | 76.5 | 72.5 | 71.7 | 80.4 | 77.8 |
| BA-C ${ }^{5}$ | 265.6 | 297.1 | 242.7 | 302.2 | 141.5 | 297.3 | 190.9 | 276.8 | 204.7 | 242.1 |
| BA-N | 298.3 | 111.9 | 320.4 | 306.9 | 111.7 | 297.0 | 340.0 | 287.9 | 293.6 | 296.5 |
| CA | 298.7 | 296.1 | 34.8 | 119.2 | 298.1 | 298.7 | 338.1 | 288.2 | 119.1 | 114.1 |
| MM | 297.5 | 82.8 | 294.4 | 310.8 | 90.1 | 283.9 | 301.3 | 207.1 | 200.6 | 207.9 |
|  |  |  |  |  | 430 |  |  |  |  |  |



| $\mathbf{R U}{ }^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | 219.3 | 192.1 | 245.4 | 211.0 | 243.7 | 55.2 | 201.3 | 285.7 | 71.1 | 76.5 |
| U | 247.5 | 191.9 | 245.5 | 244.9 | 243.9 | 218.9 | 200.9 | 286.2 | 70.8 | 76.3 |
| TAP-C5 | 118.1 | 226.6 | 24.4 | 44.3 | 196.9 | 213.3 | 41.5 | 226.6 | 28.8 | 211.2 |
| TAP-N | 75.3 | 253.7 | 69.2 | 257.4 | 190.5 | 281.2 | 289.7 | 285.8 | 289.6 | 284.4 |
| BA-C ${ }^{5}$ | 243.4 | 221.2 | 202.8 | 249.8 | 64.4 | 56.3 | 205.9 | 110.1 | 21.1 | 103.9 |
| BA-N | 287.2 | 251.2 | 65.4 | 65.2 | 57.1 | 239.1 | 243.8 | 257.8 | 71.9 | 258.7 |
| CA | 61.0 | 67.3 | 280.9 | 68.6 | 57.4 | 239.2 | 62.3 | 75.3 | 70.6 | 75.4 |
| MM | 240.0 | 249.2 | 64.4 | 76.7 | 269.9 | 49.0 | 277.6 | 279.2 | 279.7 | 278.5 |
|  | $\alpha_{-}{ }^{3} T_{2}$ |  | $\alpha{ }_{-}{ }^{3} T_{2}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha-{ }^{4} C_{1}$ |  | $\alpha^{-4} C_{l}$ |  |
| A | 104.7 | 293.9 | 101.8 | 300.7 | 101.6 | 295.6 | 89.1 | 81.5 | 122.6 | 117.6 |
| G | 296.2 | 294.6 | 101.6 | 302.1 | 292.8 | 295.5 | 86.6 | 284.6 | 114.3 | 113.4 |
| C | 290.4 | 137.3 | 103.5 | 303.9 | 112.9 | 123.2 | 127.3 | 82.5 | 255.4 | 89.0 |
| T | 291.7 | 126.3 | 104.4 | 304.7 | 114.0 | 123.0 | 89.8 | 82.2 | 281.2 | 90.9 |
| U | 291.9 | 132.2 | 103.9 | 304.9 | 114.2 | 123.9 | 89.3 | 81.6 | 281.7 | 89.6 |
| TAP-C ${ }^{5}$ | 310.6 | 304.7 | 56.3 | 62.6 | 339.7 | 333.2 | 227.6 | 58.5 | 42.0 | 226.1 |
| TAP-N | 85.4 | 75.6 | 73.7 | 79.8 | 72.9 | 76.2 | 72.5 | 71.8 | 68.2 | 77.8 |
| BA-C ${ }^{5}$ | 284.5 | 297.4 | 110.5 | 302.6 | 55.4 | 297.2 | 98.3 | 290.3 | 255.0 | 99.9 |
| BA-N | 307.3 | 115.3 | 136.9 | 306.9 | 111.9 | 113.3 | 156.8 | 292.8 | 265.0 | 118.8 |
| CA | 120.8 | 296.2 | 312.7 | 119.0 | 298.2 | 298.5 | 337.8 | 148.9 | 129.9 | 130.7 |
| MM | 299.1 | 83.7 | 85.5 | 78.9 | 86.0 | 86.3 | 83.5 | 81.7 | 85.8 | 87.0 |
|  | ${ }^{-1}{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  |  |  | $\beta^{-4} C_{1}$ |  | $\beta^{-4} C_{1}$ |  |
| A | 268.1 | 216.3 | 177.3 | 213.8 | 258.4 | 239.4 | 243.1 | 256.4 | 243.1 | 250.6 |
| G | 73.2 | 69.6 | 61.7 | 68.9 | 91.0 | 232.8 | 239.9 | 257.3 | 239.8 | 248.9 |
| C | 238.2 | 205.4 | 187.8 | 200.5 | 244.8 | 195.8 | 223.1 | 236.2 | 237.5 | 240.0 |
| T | 242.5 | 211.9 | 213.5 | 193.2 | 243.7 | 197.1 | 234.1 | 239.0 | 236.9 | 239.1 |
| U | 226.2 | 209.6 | 214.9 | 205.4 | 243.9 | 57.6 | 233.0 | 239.1 | 236.7 | 237.9 |
| TAP-C ${ }^{5}$ | 118.1 | 229.6 | 22.8 | 211.1 | 302.6 | 35.5 | 213.6 | 222.9 | 303.7 | 220.7 |
| TAP-N | 278.4 | 285.5 | 201.6 | 283.5 | 287.8 | 280.9 | 286.1 | 285.3 | 62.5 | 281.0 |
| BA-C ${ }^{5}$ | 245.8 | 244.5 | 207.2 | 197.3 | 293.5 | 56.2 | 205.1 | 246.5 | 215.7 | 247.8 |
| BA-N | 290.1 | 72.0 | 43.7 | 71.2 | 233.8 | 237.7 | 254.4 | 251.8 | 251.9 | 251.6 |
| CA | 171.7 | 72.5 | 66.4 | 257.8 | 57.4 | 55.6 | 67.5 | 66.6 | 67.4 | 66.4 |
| MM | 69.1 | 280.9 | 193.2 | 279.9 | 279.1 | 60.9 | 274.9 | 276.2 | 272.7 | 272.2 |


| $\mathbf{R U}^{(\mathbf{1})}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ solv. ${ }^{(3)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{HAsO}_{3}{ }^{-}$ |  |  |  |  |  |  |  |  |  |
|  | 2dRibf |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
|  | $\alpha-{ }^{2} T_{3}$ |  | $\alpha-{ }^{2} T_{3}$ |  | $\alpha_{-2}{ }^{2}$ |  | $\alpha-{ }^{1} C_{4}$ |  | $\alpha-{ }^{1} C_{4}$ |  |
| A | 290.5 | 104.1 | 104.7 | 301.3 | 101.9 | 96.7 | 121.6 | 107.8 | 111.3 | 121.4 |
| G | 296.2 | 103.5 | 316.5 | 303.3 | 273.9 | 298.5 | 289.2 | 287.8 | 303.9 | 120.0 |
| C | 293.2 | 293.1 | 295.8 | 144.6 | 113.0 | 294.0 | 280.5 | 275.5 | 131.6 | 284.6 |
| T | 114.4 | 294.7 | 292.9 | 304.1 | 112.7 | 123.0 | 278.4 | 274.4 | 126.8 | 281.6 |
| U | 114.7 | 294.5 | 299.6 | 304.0 | 112.8 | 295.2 | 278.8 | 275.0 | 126.9 | 282.1 |
| TAP-C ${ }^{5}$ | 149.0 | 135.8 | 150.0 | 135.9 | 339.3 | 336.1 | 283.8 | 119.4 | 235.1 | 49.3 |
| TAP-N | 71.1 | 72.8 | 72.2 | 75.3 | 72.7 | 74.7 | 303.7 | 306.4 | 73.5 | 79.8 |
| BA-C ${ }^{5}$ | 119.2 | 294.3 | 102.1 | 304.8 | 55.3 | 153.7 | 280.7 | 267.2 | 106.1 | 280.3 |
| BA-N | 298.3 | 295.1 | 139.7 | 120.0 | 111.7 | 294.8 | 267.7 | 266.3 | 137.2 | 275.7 |
| CA | 302.3 | 296.2 | 305.6 | 301.7 | 298.1 | 296.0 | 108.2 | 115.3 | 138.0 | 277.1 |
| MM | 93.2 | 295.3 | 87.5 | 80.9 | ${ }_{88}^{28.9}{ }^{2} T_{3}{ }^{\text {a }}$ |  | 284.4 | 292.6 | 85.1 | 84.2 |
|  | ${ }_{\beta-2}{ }^{2} T_{3}$ |  | ${ }^{8-2}{ }^{2} T_{3}$ |  |  |  | ${ }_{\beta-1}{ }^{1} C_{4}$ |  | $\beta-{ }^{1} C_{4}$ |  |
| A | 221.6 | 225.9 | 189.7 | 228.4 | 68.3 | 70.4 | 180.3 | 283.3 | 72.0 | 175.9 |
| G | 59.8 | 55.4 | 77.3 | 55.2 | 74.4 | 69.7 | 171.7 | 283.1 | 183.4 | 130.2 |
| C | 215.4 | 193.0 | 196.9 | 195.5 | 247.6 | 200.4 | 60.0 | 53.2 | 71.9 | 251.4 |
| T | 222.5 | 224.5 | 196.6 | 191.6 | 244.2 | 57.8 | 55.6 | 47.4 | 71.4 | 294.3 |
| U | 222.1 | 192.8 | 195.4 | 191.6 | 245.1 | 218.0 | 54.7 | 47.8 | 71.3 | 294.7 |
| TAP-C ${ }^{5}$ | 119.1 | 225.8 | 202.0 | 30.3 | 10.1 | 214.3 | 10.6 | 34.9 | 28.8 | 307.2 |
| TAP-N | 58.5 | 257.3 | 64.3 | 261.5 | 287.2 | 278.7 | 107.4 | 303.9 | 289.4 | 129.9 |
| BA-C ${ }^{5}$ | 243.7 | 245.0 | 0.8 | 245.2 | 266.5 | 63.7 | 263.5 | 264.3 | 21.7 | 116.7 |
| BA-N | 249.5 | 252.5 | 281.6 | 254.4 | 232.2 | 229.9 | 89.5 | 102.4 | 72.2 | 256.1 |
| CA | 61.3 | 252.6 | 211.9 | 254.9 | 53.5 | 250.1 | 247.6 | 244.4 | 71.0 | 252.6 |
| MM | 246.5 | 251.4 | 193.1 | 253.5 | 277.8 | 272.0 | 282.0 | 283.5 | 279.7 | 284.8 |
|  | $\alpha{ }^{-3} T_{2}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha{ }^{-3} T_{2}$ |  | $\alpha_{-}^{4} C_{1}$ |  | $\alpha_{-}^{4} C_{1}$ |  |
| A | 294.3 | 76.2 | 121.4 | 253.9 | 101.9 | 295.3 | 91.5 | 72.8 | 125.4 | 112.2 |
| G | 296.1 | 71.1 | 339.4 | 289.0 | 273.9 | 295.6 | 303.9 | 294.4 | 125.4 | 112.2 |
| C | 289.9 | 293.3 | 147.5 | 115.6 | 113.0 | 123.5 | 122.0 | 76.9 | 304.1 | 296.6 |
| T | 291.2 | 293.7 | 139.6 | 90.3 | 112.7 | 122.9 | 93.3 | 76.2 | 97.9 | 92.6 |


| $\mathbf{R U}^{(\mathbf{1})}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| U | 291.4 | 294.4 | 140.6 | 90.8 | 112.8 | 122.4 | 92.6 | 83.7 | 138.5 | 94.8 |
| TAP-C ${ }^{5}$ | 288.4 | 106.6 | 54.6 | 264.7 | 339.3 | 333.2 | 228.2 | 55.3 | 138.5 | 94.1 |
| TAP-N | 72.4 | 84.7 | 72.8 | 69.6 | 72.7 | 76.5 | 74.2 | 71.9 | 53.4 | 241.7 |
| BA-C ${ }^{5}$ | 89.5 | 281.3 | 110.8 | 100.4 | 55.3 | 297.4 | 98.1 | 276.8 | 79.3 | 77.9 |
| BA-N | 297.8 | 115.2 | 139.4 | 117.2 | 111.7 | 113.2 | 156.9 | 287.9 | 68.0 | 100.5 |
| CA | 298.0 | 297.4 | 80.3 | 116.3 | 298.1 | 298.7 | 337.1 | 288.2 | 126.5 | 113.4 |
| MM | 89.1 | 75.8 | 85.0 | 69.6 | 282.9 | 85.9 | 86.8 | 296.6 | 318.9 | 134.5 |
|  | $\beta-{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta^{-4} C_{1}$ |  | $\beta^{-4} C_{1}$ |  |
| A | 221.6 | 246.1 | 246.3 | 170.9 | 257.5 | 237.9 | 240.1 | 256.8 | 241.3 | 250.0 |
| G | 59.8 | 27.0 | 23.7 | 70.2 | 87.8 | 231.3 | 238.1 | 257.1 | 241.3 | 249.3 |
| C | 215.4 | 205.3 | 192.8 | 189.7 | 244.0 | 195.7 | 217.2 | 235.6 | 234.4 | 239.7 |
| T | 222.5 | 213.9 | 239.8 | 188.5 | 243.3 | 224.0 | 232.0 | 239.2 | 235.0 | 238.7 |
| U | 240.8 | 241.5 | 214.4 | 188.3 | 243.2 | 226.7 | 230.6 | 239.2 | 234.3 | 237.4 |
| TAP-C ${ }^{5}$ | 119.1 | 217.9 | 24.4 | 34.8 | 10.5 | 298.5 | 213.6 | 222.6 | 123.2 | 220.9 |
| TAP-N | 58.5 | 61.9 | 61.4 | 292.4 | 287.6 | 256.3 | 285.9 | 285.2 | 62.4 | 281.1 |
| BA-C ${ }^{5}$ | 243.7 | 245.0 | 186.4 | 193.8 | 103.9 | 235.4 | 204.2 | 245.2 | 23.5 | 68.5 |
| BA-N | 242.9 | 255.6 | 253.3 | 65.5 | 233.9 | 102.5 | 254.6 | 251.7 | 251.0 | 251.2 |
| CA | 245.5 | 252.6 | 66.2 | 64.7 | 57.7 | 171.9 | 67.6 | 66.8 | 251.2 | 66.2 |
| MM | 246.5 | 71.8 | 211.9 | 288.0 | 279.0 | 57.3 | 274.5 | 276.2 | 272.7 | 272.5 |

${ }^{(1)} \mathrm{RU}=$ unspecified recognition unit. ${ }^{(2)} \chi$ in vacuum at the DFT level. ${ }^{(3)} \chi$ in implicit solvent at the DFT level using the IEFPCM model. ${ }^{(4)}$ initial sugar ring puckering-anomer for 5-MR. ${ }^{(5)}$ initial sugar ring puckering-anomer for 6-MR.

Table A6. Values in $\left({ }^{\circ}\right)$ for the torsion angle $\chi$ that governs the conformation of the RUs around the TC in the glycosidic bond of the nucleotides obtained through the classic ( $\mathrm{a}+\mathrm{b}$ ) and alternative ( $\mathrm{c}+\mathrm{d}$ ) pathways. 2dRibf: 2'-deoxyribofuranose, Ribf: ribofuranose, Tho: threose, 2dRib: 2'-deoxyribopyranose and Rib: ribopyranose.

| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ solv. ${ }^{(3)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\frac{\text { classic pathway }(a+b)}{\mathrm{HPO}_{3}{ }^{-}}$ |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\underline{\text { 2dRibf }}$ |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
|  |  |  | $\alpha^{-2} T_{3}$ |  | $\alpha{ }^{-2} T_{3}$ |  | $\alpha-{ }^{1} C_{4}{ }^{(5)}$ |  | $\alpha-{ }^{1} C_{4}$ |  |
| A | 96.7 | 294.0 | 169.5 | 300.7 | 73.7 | 295.4 | 115.4 | 289.2 | 109.9 | 117.0 |
| G | 296.1 | 103.8 | 168.7 | 302.1 | 105.8 | 287.2 | 291.9 | 293.0 | 107.9 | 111.6 |
| C | 291.0 | 293.4 | 162.9 | 303.9 | 300.8 | 296.1 | 122.6 | 290.0 | 129.1 | 136.7 |
| T | 293.9 | 294.1 | 139.3 | 303.1 | 300.5 | 297.3 | 118.3 | 119.4 | 124.6 | 133.4 |
| U | 294.2 | 294.3 | 140.7 | 304.9 | 300.6 | 297.5 | 118.5 | 119.6 | 124.8 | 133.3 |
| TAP-C ${ }^{5}$ | 65.2 | 296.7 | 71.7 | 74.6 | 220.2 | 337.1 | 303.8 | 309.1 | 234.6 | 65.6 |
| TAP-N | 74.0 | 75.6 | 72.5 | 91.2 | 76.2 | 76.6 | 72.6 | 75.2 | 73.6 | 74.1 |
| BA-C ${ }^{5}$ | 276.1 | 294.6 | 250.7 | 304.7 | 142.5 | 297.3 | 122.8 | 292.6 | 88.5 | 299.3 |
| BA-N | 299.0 | 294.9 | 316.3 | 307.1 | 297.0 | 295.7 | 103.4 | 291.1 | 136.8 | 135.6 |
| CA | 298.6 | 296.5 | 141.8 | 308.0 | 298.1 | 298.1 | 289.7 | 292.7 | 137.6 | 136.3 |
| MM | 297.5 | 295.3 | 306.7 | 86.2 | 281.6 | 290.7 | 302.0 | 84.0 |  | 84.3 |
|  | $\beta-{ }^{2} T_{3}$ |  | ${ }_{\beta-2}{ }^{2} T_{3}$ |  | ${ }^{281}-^{2} T_{3}$ |  | $\beta-{ }^{1} C_{4}$ |  | $\beta-{ }^{1} C_{4}$ |  |
| A | 76.5 | 70.2 | 180.2 | 67.5 | 53.9 | 88.1 | 183.2 | 287.5 | 176.5 | 76.4 |
| G | 76.7 | 72.5 | 74.1 | 71.4 | 161.0 | 56.4 | 171.0 | 286.8 | 124.9 | 111.8 |
| C | 207.4 | 72.8 | 197.1 | 70.9 | 53.3 | 56.1 | 70.6 | 284.6 | 63.8 | 197.6 |
| T | 215.8 | 209.3 | 198.1 | 70.4 | 51.8 | 220.1 | 69.1 | 285.8 | 63.5 | 93.5 |
| U | 237.2 | 209.6 | 198.3 | 70.4 | 51.7 | 218.9 | 69.1 | 286.2 | 63.7 | 74.4 |
| TAP-C ${ }^{5}$ | 212.6 | 225.4 | 20.0 | 29.7 | 205.0 | 300.4 | 137.3 | 307.0 | 28.6 | 33.0 |
| TAP-N | 216.6 | 253.7 | 292.8 | 275.4 | 212.4 | 281.2 | 289.7 | 285.8 | 290.0 | 284.4 |
| BA-C ${ }^{5}$ | 242.1 | 71.6 | 194.0 | 66.9 | 207.7 | 56.3 | 160.3 | 112.4 | 148.8 | 105.2 |
| BA-N | 290.4 | 251.2 | 75.7 | 72.1 | 234.9 | 250.0 | 243.8 | 257.7 | 71.9 | 260.3 |
| CA | 294.0 | 257.3 | 69.5 | 71.6 | 234.9 | 250.5 | 246.5 | 258.4 | 69.1 | 73.4 |
|  |  |  |  |  | 435 |  |  |  |  |  |


| $\mathbf{R U}^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM | 70.7 | 72.4 | 66.1 | 67.4 | 49.2 | 273.9 | 280.0 | 279.0 | 280.6 | 278.5 |
|  | $\alpha-{ }^{3} T_{2}{ }^{(4)}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha{ }^{-3} T_{2}$ |  | $\alpha-{ }^{4} C_{l}{ }^{(5)}$ |  | $\alpha-{ }^{4} C_{1}$ |  |
| A | 294.3 | 295.0 | 173.1 | 300.7 | 103.0 | 295.6 | 90.6 | 279.2 | 201.6 | 212.9 |
| G | 296.4 | 103.8 | 295.3 | 302.1 | 105.8 | 296.0 | 312.0 | 217.0 | 207.4 | 297.2 |
| C | 288.3 | 154.4 | 173.6 | 303.9 | 156.2 | 296.6 | 90.5 | 290.3 | 142.3 | 222.8 |
| T | 289.5 | 127.0 | 173.3 | 304.7 | 114.0 | 297.4 | 89.4 | 220.3 | 333.7 | 219.2 |
| U | 292.4 | 132.2 | 137.5 | 304.9 | 114.2 | 297.6 | 88.8 | 291.0 | 333.8 | 292.9 |
| TAP-C ${ }^{5}$ | 301.9 | 318.2 | 335.0 | 71.9 | 158.1 | 153.4 | 43.0 | 45.9 | 57.1 | 222.8 |
| TAP-N | 73.6 | 75.6 | 74.7 | 73.4 | 71.7 | 76.3 | 72.4 | 71.8 | 80.1 | 77.6 |
| BA-C ${ }^{5}$ | 132.1 | 294.4 | 177.6 | 302.7 | 142.6 | 297.2 | 191.1 | 290.3 | 204.8 | 234.8 |
| BA-N | 298.1 | 114.0 | 317.3 | 307.1 | 111.9 | 297.4 | 340.1 | 292.8 | 294.4 | 294.0 |
| CA | 298.6 | 296.5 | 135.8 | 119.6 | 298.2 | 298.5 | 338.0 | 293.5 | 120.5 | 130.7 |
| MM | 297.5 | 83.7 | 293.5 | 310.3 | 86.0 | 282.7 | 302.7 | 204.9 | 202.9 | 204.3 |
|  | ${ }^{2-3}{ }^{3} T_{2}$ |  | $\beta^{-3} T_{2}$ |  | ${ }^{86}-^{3} T_{2}$ |  | ${ }^{302 .}{ }^{-4} C_{1}$ |  | $\beta^{-4} C_{1}$ |  |
| A | 217.0 | 70.2 | 180.2 | 70.8 | 49.5 | 68.4 | 243.1 | 256.4 | 114.4 | 140.9 |
| G | 59.5 | 64.6 | 197.6 | 64.3 | 257.5 | 191.8 | 239.7 | 257.3 | 240.3 | 187.0 |
| C | 215.0 | 192.1 | 192.8 | 195.0 | 246.6 | 197.1 | 223.1 | 236.2 | 240.7 | 205.5 |
| T | 211.3 | 192.1 | 194.9 | 194.8 | 246.0 | 197.5 | 234.1 | 239.0 | 238.9 | 242.2 |
| U | 212.9 | 206.9 | 196.9 | 194.8 | 245.7 | 218.9 | 223.5 | 239.2 | 238.7 | 238.4 |
| TAP-C ${ }^{5}$ | 35.5 | 225.4 | 199.8 | 35.0 | 205.0 | 300.4 | 213.4 | 223.1 | 34.1 | 230.2 |
| TAP-N | 287.2 | 285.5 | 290.1 | 275.1 | 212.4 | 281.0 | 286.1 | 285.3 | 277.1 | 280.9 |
| BA-C ${ }^{5}$ | 243.4 | 69.2 | 155.7 | 71.0 | 207.7 | 56.3 | 205.1 | 246.5 | 215.7 | 110.0 |
| BA-N | 290.1 | 252.0 | 289.5 | 254.5 | 234.9 | 250.0 | 254.4 | 251.8 | 92.5 | 252.2 |
| CA | 91.4 | 67.4 | 92.6 | 69.0 | 235.7 | 250.5 | 66.3 | 66.6 | 276.0 | 66.4 |
| MM | 62.0 | 281.0 | 193.6 | 189.1 | 277.4 | 273.9 | 274.9 | 276.2 | 204.1 | 204.5 |
|  |  |  |  |  |  | $\mathrm{O}_{3}{ }^{-}$ |  |  |  |  |
|  | 2dRibf |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
|  | $\alpha-{ }^{2} T_{3}$ |  | $\alpha{ }^{-2} T_{3}$ |  | $\alpha^{-2} T_{3}$ |  | $\alpha-{ }^{1} C_{4}$ |  | $\alpha{ }^{-1} C_{4}$ |  |
| A | 98.4 | 294.3 | 171.6 | 257.9 | 74.0 | 295.5 | 115.7 | 289.6 | 110.4 | 113.5 |
| G | 296.2 | 105.7 | 169.8 | 302.1 | 105.9 | 297.2 | 292.8 | 291.5 | 109.3 | 113.6 |
| C | 288.1 | 293.6 | 163.6 | 303.1 | 300.6 | 296.3 | 123.2 | 290.1 | 129.6 | 140.0 |


| $\mathbf{R U}^{(\mathbf{1})}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | 289.6 | 294.3 | 163.3 | 304.1 | 300.4 | 297.3 | 118.5 | 118.2 | 125.1 | 133.4 |
| U | 289.6 | 294.7 | 162.9 | 304.1 | 300.4 | 297.5 | 122.3 | 119.3 | 125.3 | 134.1 |
| TAP-C5 | 105.5 | 304.7 | 56.5 | 106.6 | 220.0 | 336.1 | 300.7 | 304.7 | 235.1 | 61.8 |
| TAP-N | 74.2 | 65.9 | 72.8 | 75.3 | 76.2 | 75.8 | 72.8 | 75.0 | 73.6 | 75.8 |
| BA-C ${ }^{5}$ | 171.8 | 295.0 | 256.7 | 304.7 | 141.5 | 297.4 | 114.5 | 292.2 | 88.9 | 319.2 |
| BA-N | 298.3 | 294.9 | 280.3 | 306.6 | 296.8 | 294.9 | 104.3 | 291.6 | 137.2 | 136.5 |
| CA | 298.7 | 296.2 | 131.3 | 309.1 | 298.0 | 298.7 | 290.5 | 292.6 | 138.0 | 130.9 |
| MM | 297.5 | 295.6 | 303.0 | 84.6 | 281.2 | 298.8 | 301.7 | 83.9 | 87.5 | 83.7 |
|  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta{ }^{-1} C_{4}$ |  | $\beta-{ }^{-1} C_{4}$ |  |
| A | 76.5 | 209.6 | 177.1 | 68.8 | 55.1 | 188.8 | 182.7 | 288.0 | 180.2 | 94.2 |
| G | 75.7 | 55.4 | 77.5 | 63.6 | 161.8 | 56.3 | 176.1 | 286.7 | 126.4 | 121.8 |
| C | 228.6 | 69.4 | 193.7 | 71.1 | 52.7 | 55.9 | 70.4 | 285.4 | 64.0 | 197.7 |
| T | 237.2 | 240.0 | 195.0 | 71.2 | 51.6 | 220.1 | 68.8 | 285.9 | 246.7 | 93.4 |
| U | 210.1 | 206.1 | 195.0 | 71.3 | 51.5 | 218.0 | 68.9 | 285.7 | 246.6 | 92.5 |
| TAP-C ${ }^{5}$ | 213.5 | 225.8 | 20.4 | 44.8 | 205.0 | 208.1 | 137.3 | 306.7 | 28.8 | 33.2 |
| TAP-N | 283.6 | 257.4 | 266.5 | 261.5 | 212.7 | 278.0 | 289.8 | 285.9 | 289.9 | 284.2 |
| BA-C ${ }^{5}$ | 221.6 | 60.8 | 196.3 | 67.5 | 207.7 | 57.4 | 160.5 | 108.2 | 149.0 | 105.7 |
| BA-N | 289.4 | 247.2 | 75.0 | 70.6 | 236.1 | 249.7 | 243.6 | 256.6 | 72.2 | 259.1 |
| CA | 257.1 | 257.6 | 69.4 | 69.2 | 235.9 | 250.2 | 245.3 | 258.1 | 69.4 | 75.5 |
| MM | 77.6 | 75.5 | 66.8 | 69.3 | 49.3 | 276.6 | 279.7 | 279.4 | 279.7 | 276.4 |
|  | $\alpha_{-}{ }^{3} T_{2}$ |  | $\alpha_{-}{ }^{3} T_{2}$ |  | $\alpha_{-}{ }^{3} T_{2}$ |  | $\alpha^{-4} C_{1}$ |  | $\alpha-{ }^{4} C_{1}$ |  |
| A | 294.1 | 294.8 | 203.6 | 258.0 | 101.1 | 295.3 | 90.3 | 278.4 | 201.0 | 217.7 |
| G | 296.2 | 90.0 | 295.8 | 302.1 | 105.4 | 271.9 | 303.9 | 221.3 | 206.4 | 296.6 |
| C | 288.1 | 161.0 | 256.0 | 303.1 | 110.6 | 296.3 | 91.1 | 287.2 | 140.9 | 227.3 |
| T | 289.6 | 128.6 | 140.1 | 303.9 | 110.7 | 297.3 | 89.8 | 226.6 | 333.6 | 226.2 |
| U | 289.6 | 126.6 | 140.6 | 304.2 | 114.3 | 297.5 | 89.2 | 287.3 | 333.6 | 292.6 |
| TAP-C ${ }^{5}$ | 303.1 | 308.9 | 295.0 | 63.3 | 157.7 | 153.5 | 44.2 | 47.4 | 57.5 | 224.8 |
| TAP-N | 72.1 | 73.9 | 58.0 | 70.7 | 71.3 | 76.5 | 72.5 | 71.7 | 80.4 | 77.8 |
| BA-C ${ }^{5}$ | 265.6 | 297.1 | 242.7 | 302.2 | 141.5 | 297.3 | 190.9 | 276.8 | 204.7 | 242.1 |
| BA-N | 298.3 | 111.9 | 320.4 | 306.9 | 111.7 | 297.0 | 340.0 | 287.9 | 293.6 | 296.5 |
| CA | 298.7 | 296.1 | 34.8 | 119.2 | 298.1 | 298.7 | 338.1 | 288.2 | 119.1 | 114.1 |
| MM | 297.5 | 82.8 | 294.4 | 310.8 | 90.1 | 283.9 | 301.3 | 207.1 | 200.6 | 207.9 |


| $\mathbf{R U}^{(\mathbf{1})}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\beta{ }^{-3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta^{-4} C_{1}$ |  | $\beta^{-4} C_{1}$ |  |
| A | 213.0 | 69.8 | 180.9 | 70.6 | 50.0 | 67.4 | 240.1 | 256.8 | 111.9 | 146.6 |
| G | 72.6 | 66.8 | 167.7 | 67.0 | 255.0 | 190.9 | 238.0 | 261.1 | 241.3 | 185.1 |
| C | 238.3 | 204.2 | 196.9 | 195.5 | 242.0 | 195.7 | 217.2 | 235.6 | 234.5 | 204.2 |
| T | 212.3 | 212.7 | 196.6 | 188.5 | 244.3 | 197.1 | 232.0 | 239.2 | 235.0 | 242.3 |
| U | 212.0 | 192.8 | 200.2 | 188.0 | 241.4 | 218.0 | 230.6 | 239.2 | 234.3 | 238.3 |
| TAP-C ${ }^{5}$ | 35.4 | 229.3 | 199.3 | 43.4 | 205.0 | 207.4 | 213.6 | 222.3 | 33.3 | 230.1 |
| TAP-N | 282.9 | 291.3 | 284.5 | 281.9 | 212.7 | 280.7 | 286.4 | 285.2 | 275.4 | 281.1 |
| BA-C ${ }^{5}$ | 200.5 | 69.3 | 143.5 | 71.1 | 207.7 | 57.4 | 204.2 | 245.3 | 215.8 | 111.0 |
| BA-N | 289.7 | 252.5 | 289.2 | 254.4 | 236.1 | 249.7 | 254.7 | 251.7 | 91.7 | 251.8 |
| CA | 64.8 | 66.8 | 67.5 | 64.9 | 235.9 | 250.2 | 67.6 | 66.8 | 276.8 | 66.9 |
| MM | 68.0 | 278.4 | 193.4 | 192.3 | 269.4 | 276.6 | 274.5 | 276.2 | 268.2 | 203.6 |
|  | alternative pathway ( $c+d$ ) |  |  |  |  |  |  |  |  |  |
|  | $\mathrm{HPO}_{3}{ }^{-}$ |  |  |  |  |  |  |  |  |  |
|  | 2dRibf |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
|  | $\alpha{ }^{-2} T_{3}$ |  | $\alpha{ }^{-2} T_{3}$ |  | $\alpha{ }^{-2} T_{3}$ |  | $\alpha-{ }^{1} C_{4}$ |  | $\alpha-{ }^{1} C_{4}$ |  |
| A | 296.0 | 104.8 | 121.4 | 129.1 | 101.6 | 114.1 | 116.8 | 109.0 | 111.5 | 101.4 |
| G | 296.4 | 102.5 | 116.6 | 126.8 | 292.8 | 271.0 | 294.3 | 111.9 | 303.6 | 313.9 |
| C | 294.1 | 293.2 | 147.3 | 303.9 | 112.9 | 294.0 | 128.4 | 275.9 | 131.7 | 131.0 |
| T | 295.0 | 294.6 | 139.8 | 142.6 | 114.0 | 294.5 | 122.4 | 274.0 | 126.8 | 148.1 |
| U | 113.4 | 294.5 | 140.8 | 140.4 | 114.2 | 294.9 | 123.0 | 274.6 | 127.0 | 148.2 |
| TAP-C ${ }^{5}$ | 148.2 | 295.5 | 137.6 | 111.6 | 339.7 | 333.9 | 128.0 | 294.8 | 235.1 | 235.0 |
| TAP-N | 74.3 | 72.6 | 72.2 | 74.0 | 72.9 | 166.0 | 300.2 | 77.6 | 73.6 | 75.3 |
| BA-C ${ }^{5}$ | 276.1 | 294.5 | 283.6 | 304.4 | 55.4 | 118.4 | 125.3 | 267.4 | 105.5 | 316.0 |
| BA-N | 297.1 | 295.6 | 139.9 | 306.9 | 111.9 | 112.3 | 103.4 | 266.3 | 136.8 | 135.6 |
| CA | 297.8 | 296.2 | 141.8 | 119.6 | 298.2 | 297.8 | 101.0 | 115.8 | 137.6 | 136.4 |
| MM | 296.4 | 295.3 | 87.6 | 78.9 | 86.0 | 169.8 | 302.0 | 84.6 | 82.4 | 82.3 |
|  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta{ }^{-1} C_{4}$ |  | $\beta-{ }^{1} C_{4}$ |  |
| A | 241.5 | 221.4 | 250.9 | 215.6 | 258.4 | 238.8 | 272.7 | 287.8 | 72.2 | 76.4 |
| G | 56.2 | 54.1 | 70.1 | 65.5 | 252.8 | 233.7 | 171.2 | 286.8 | 129.4 | 281.5 |
| C | 200.1 | 192.1 | 199.9 | 65.5 | 244.8 | 56.1 | 201.4 | 195.8 | 71.5 | 197.6 |


| $\mathbf{R U}^{(\mathbf{1})}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | 219.3 | 192.1 | 245.4 | 211.0 | 243.7 | 55.2 | 201.3 | 285.7 | 71.1 | 76.5 |
| U | 247.5 | 191.9 | 245.5 | 244.9 | 243.9 | 218.9 | 200.9 | 286.2 | 70.8 | 76.3 |
| TAP-C ${ }^{5}$ | 118.1 | 226.6 | 24.4 | 44.3 | 196.9 | 213.3 | 41.5 | 226.6 | 28.8 | 211.2 |
| TAP-N | 75.3 | 253.7 | 69.2 | 257.4 | 190.5 | 281.2 | 289.7 | 285.8 | 289.6 | 284.4 |
| BA-C ${ }^{5}$ | 243.4 | 221.2 | 202.8 | 249.8 | 64.4 | 56.3 | 205.9 | 110.1 | 21.1 | 103.9 |
| BA-N | 287.2 | 251.2 | 65.4 | 65.2 | 57.1 | 239.1 | 243.8 | 257.8 | 71.9 | 258.7 |
| CA | 61.0 | 67.3 | 280.9 | 68.6 | 57.4 | 239.2 | 62.3 | 75.3 | 70.6 | 75.4 |
| MM | 240.0 | 249.2 | 64.4 | 76.7 | 269.9 | 49.0 | 277.6 | 279.2 | 279.7 | 278.5 |
|  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha-{ }^{4} C_{1}$ |  | $\alpha-{ }^{4} C_{l}$ |  |
| A | 104.7 | 293.9 | 101.8 | 300.7 | 101.6 | 295.6 | 89.1 | 81.5 | 122.6 | 117.6 |
| G | 296.2 | 294.6 | 101.6 | 302.1 | 292.8 | 295.5 | 86.6 | 284.6 | 114.3 | 113.4 |
| C | 290.4 | 137.3 | 103.5 | 303.9 | 112.9 | 123.2 | 127.3 | 82.5 | 255.4 | 89.0 |
| T | 291.7 | 126.3 | 104.4 | 304.7 | 114.0 | 123.0 | 89.8 | 82.2 | 281.2 | 90.9 |
| U | 291.9 | 132.2 | 103.9 | 304.9 | 114.2 | 123.9 | 89.3 | 81.6 | 281.7 | 89.6 |
| TAP-C ${ }^{5}$ | 310.6 | 304.7 | 56.3 | 62.6 | 339.7 | 333.2 | 227.6 | 58.5 | 42.0 | 226.1 |
| TAP-N | 85.4 | 75.6 | 73.7 | 79.8 | 72.9 | 76.2 | 72.5 | 71.8 | 68.2 | 77.8 |
| BA-C ${ }^{5}$ | 284.5 | 297.4 | 110.5 | 302.6 | 55.4 | 297.2 | 98.3 | 290.3 | 255.0 | 99.9 |
| BA-N | 307.3 | 115.3 | 136.9 | 306.9 | 111.9 | 113.3 | 156.8 | 292.8 | 265.0 | 118.8 |
| CA | 120.8 | 296.2 | 312.7 | 119.0 | 298.2 | 298.5 | 337.8 | 148.9 | 129.9 | 130.7 |
| MM | 299.1 | 83.7 | 85.5 | 78.9 | 86.0 | 86.3 | 83.5 | 81.7 | 85.8 | 87.0 |
|  | ${ }_{\beta-1}{ }^{3} T_{2}$ |  | $\beta^{3} T_{2}$ |  |  |  | $\beta^{-4} C_{1}$ |  | $\beta^{-4} C_{1}$ |  |
| A | 268.1 | 216.3 | 177.3 | 213.8 | 258.4 | 239.4 | 243.1 | 256.4 | 243.1 | 250.6 |
| G | 73.2 | 69.6 | 61.7 | 68.9 | 91.0 | 232.8 | 239.9 | 257.3 | 239.8 | 248.9 |
| C | 238.2 | 205.4 | 187.8 | 200.5 | 244.8 | 195.8 | 223.1 | 236.2 | 237.5 | 240.0 |
| T | 242.5 | 211.9 | 213.5 | 193.2 | 243.7 | 197.1 | 234.1 | 239.0 | 236.9 | 239.1 |
| U | 226.2 | 209.6 | 214.9 | 205.4 | 243.9 | 57.6 | 233.0 | 239.1 | 236.7 | 237.9 |
| TAP-C ${ }^{5}$ | 118.1 | 229.6 | 22.8 | 211.1 | 302.6 | 35.5 | 213.6 | 222.9 | 303.7 | 220.7 |
| TAP-N | 278.4 | 285.5 | 201.6 | 283.5 | 287.8 | 280.9 | 286.1 | 285.3 | 62.5 | 281.0 |
| BA-C ${ }^{5}$ | 245.8 | 244.5 | 207.2 | 197.3 | 293.5 | 56.2 | 205.1 | 246.5 | 215.7 | 247.8 |
| BA-N | 290.1 | 72.0 | 43.7 | 71.2 | 233.8 | 237.7 | 254.4 | 251.8 | 251.9 | 251.6 |
| CA | 171.7 | 72.5 | 66.4 | 257.8 | 57.4 | 55.6 | 67.5 | 66.6 | 67.4 | 66.4 |
| MM | 69.1 | 280.9 | 193.2 | 279.9 | 279.1 | 60.9 | 274.9 | 276.2 | 272.7 | 272.2 |


| $\mathbf{R U}{ }^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ solv. ${ }^{(3)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{HAsO}_{3}{ }^{-}$ |  |  |  |  |  |  |  |  |  |
|  | 2dRibf |  | Ribf |  | Tho |  | 2dRib |  | Rib |  |
|  |  |  | $\alpha{ }^{-} T_{3}$ |  | $\alpha_{-2}{ }^{2}{ }_{3}$ |  | $\alpha-{ }^{1} C_{4}$ |  | $\alpha{ }^{1} C_{4}$ |  |
| A | 290.5 | 104.1 | 104.7 | 301.3 | 101.9 | 96.7 | 121.6 | 107.8 | 111.3 | 121.4 |
| G | 296.2 | 103.5 | 316.5 | 303.3 | 273.9 | 298.5 | 289.2 | 287.8 | 303.9 | 120.0 |
| C | 293.2 | 293.1 | 295.8 | 144.6 | 113.0 | 294.0 | 280.5 | 275.5 | 131.6 | 284.6 |
| T | 114.4 | 294.7 | 292.9 | 304.1 | 112.7 | 123.0 | 278.4 | 274.4 | 126.8 | 281.6 |
| U | 114.7 | 294.5 | 299.6 | 304.0 | 112.8 | 295.2 | 278.8 | 275.0 | 126.9 | 282.1 |
| TAP-C ${ }^{5}$ | 149.0 | 135.8 | 150.0 | 135.9 | 339.3 | 336.1 | 283.8 | 119.4 | 235.1 | 49.3 |
| TAP-N | 71.1 | 72.8 | 72.2 | 75.3 | 72.7 | 74.7 | 303.7 | 306.4 | 73.5 | 79.8 |
| BA-C ${ }^{5}$ | 119.2 | 294.3 | 102.1 | 304.8 | 55.3 | 153.7 | 280.7 | 267.2 | 106.1 | 280.3 |
| BA-N | 298.3 | 295.1 | 139.7 | 120.0 | 111.7 | 294.8 | 267.7 | 266.3 | 137.2 | 275.7 |
| CA | 302.3 | 296.2 | 305.6 | 301.7 | 298.1 | 296.0 | 108.2 | 115.3 | 138.0 | 277.1 |
| MM | 93.2 | 295.3 | 87.5 | 80.9 | 282.9 | 165.7 | 284.4 | 292.6 | 85.1 | 84.2 |
|  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta{ }^{1} C_{4}$ |  | $\beta-{ }^{1} C_{4}$ |  |
| A | 221.6 | 225.9 | 189.7 | 228.4 | 68.3 | 70.4 | 180.3 | 283.3 | 72.0 | 175.9 |
| G | 59.8 | 55.4 | 77.3 | 55.2 | 74.4 | 69.7 | 171.7 | 283.1 | 183.4 | 130.2 |
| C | 215.4 | 193.0 | 196.9 | 195.5 | 247.6 | 200.4 | 60.0 | 53.2 | 71.9 | 251.4 |
| T | 222.5 | 224.5 | 196.6 | 191.6 | 244.2 | 57.8 | 55.6 | 47.4 | 71.4 | 294.3 |
| U | 222.1 | 192.8 | 195.4 | 191.6 | 245.1 | 218.0 | 54.7 | 47.8 | 71.3 | 294.7 |
| TAP-C5 | 119.1 | 225.8 | 202.0 | 30.3 | 10.1 | 214.3 | 10.6 | 34.9 | 28.8 | 307.2 |
| TAP-N | 58.5 | 257.3 | 64.3 | 261.5 | 287.2 | 278.7 | 107.4 | 303.9 | 289.4 | 129.9 |
| BA-C ${ }^{5}$ | 243.7 | 245.0 | 0.8 | 245.2 | 266.5 | 63.7 | 263.5 | 264.3 | 21.7 | 116.7 |
| BA-N | 249.5 | 252.5 | 281.6 | 254.4 | 232.2 | 229.9 | 89.5 | 102.4 | 72.2 | 256.1 |
| CA | 61.3 | 252.6 | 211.9 | 254.9 | 53.5 | 250.1 | 247.6 | 244.4 | 71.0 | 252.6 |
| MM | 246.5 | 251.4 | 193.1 | 253.5 | 277.8 | 272.0 | 282.0 | 283.5 | 279.7 | 284.8 |
|  | $\alpha_{-}{ }^{3} T_{2}$ |  | $\alpha-{ }^{3} T_{2}$ |  | $\alpha_{-}{ }^{3} T_{2}$ |  | $\alpha-{ }^{-} C_{1}$ |  | $\alpha-{ }^{4} C_{1}$ |  |
| A | 294.3 | 76.2 | 121.4 | 253.9 | 101.9 | 295.3 | 91.5 | 72.8 |  |  |
| G | 296.1 | 71.1 | 339.4 | 289.0 | 273.9 | 295.6 | 303.9 | 294.4 | 125.4 | 112.2 |
| C | 289.9 | 293.3 | 147.5 | 115.6 | 113.0 | 123.5 | 122.0 | 76.9 | 304.1 | 296.6 |
| T | 291.2 | 293.7 | 139.6 | 90.3 | 112.7 | 122.9 | 93.3 | 76.2 | 97.9 | 92.6 |


| $\mathbf{R U}{ }^{(1)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| U | 291.4 | 294.4 | 140.6 | 90.8 | 112.8 | 122.4 | 92.6 | 83.7 | 138.5 | 94.8 |
| TAP-C ${ }^{5}$ | 288.4 | 106.6 | 54.6 | 264.7 | 339.3 | 333.2 | 228.2 | 55.3 | 138.5 | 94.1 |
| TAP-N | 72.4 | 84.7 | 72.8 | 69.6 | 72.7 | 76.5 | 74.2 | 71.9 | 53.4 | 241.7 |
| BA-C ${ }^{5}$ | 89.5 | 281.3 | 110.8 | 100.4 | 55.3 | 297.4 | 98.1 | 276.8 | 79.3 | 77.9 |
| BA-N | 297.8 | 115.2 | 139.4 | 117.2 | 111.7 | 113.2 | 156.9 | 287.9 | 68.0 | 100.5 |
| CA | 298.0 | 297.4 | 80.3 | 116.3 | 298.1 | 298.7 | 337.1 | 288.2 | 126.5 | 113.4 |
| MM | 89.1 | 75.8 | 85.0 | 69.6 | 282.9 | 85.9 | 86.8 | 296.6 | 318.9 | 134.5 |
|  | $\beta-{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta-{ }^{3} T_{2}$ |  | $\beta^{-4} C_{1}$ |  | $\beta^{-4} C_{1}$ |  |
| A | 221.6 | 246.1 | 246.3 | 170.9 | 257.5 | 237.9 | 240.1 | 256.8 | 241.3 | 250.0 |
| G | 59.8 | 27.0 | 23.7 | 70.2 | 87.8 | 231.3 | 238.1 | 257.1 | 241.3 | 249.3 |
| C | 215.4 | 205.3 | 192.8 | 189.7 | 244.0 | 195.7 | 217.2 | 235.6 | 234.4 | 239.7 |
| T | 222.5 | 213.9 | 239.8 | 188.5 | 243.3 | 224.0 | 232.0 | 239.2 | 235.0 | 238.7 |
| U | 240.8 | 241.5 | 214.4 | 188.3 | 243.2 | 226.7 | 230.6 | 239.2 | 234.3 | 237.4 |
| TAP-C5 | 119.1 | 217.9 | 24.4 | 34.8 | 10.5 | 298.5 | 213.6 | 222.6 | 123.2 | 220.9 |
| TAP-N | 58.5 | 61.9 | 61.4 | 292.4 | 287.6 | 256.3 | 285.9 | 285.2 | 62.4 | 281.1 |
| BA-C ${ }^{5}$ | 243.7 | 245.0 | 186.4 | 193.8 | 103.9 | 235.4 | 204.2 | 245.2 | 23.5 | 68.5 |
| BA-N | 242.9 | 255.6 | 253.3 | 65.5 | 233.9 | 102.5 | 254.6 | 251.7 | 251.0 | 251.2 |
| CA | 245.5 | 252.6 | 66.2 | 64.7 | 57.7 | 171.9 | 67.6 | 66.8 | 251.2 | 66.2 |
| MM | 246.5 | 71.8 | 211.9 | 288.0 | 279.0 | 57.3 | 274.5 | 276.2 | 272.7 | 272.5 |

${ }^{(1)} \mathrm{RU}=$ unspecified recognition unit. ${ }^{(2)} \chi$ in vacuum at the DFT level. ${ }^{(3)} \chi$ in implicit solvent at the DFT level using the IEFPCM model. ${ }^{(4)}$ initial sugar ring puckering-anomer for 5-MR. ${ }^{(5)}$ initial sugar ring puckering-anomer for 6-MR.

Table A7. Values for the Cremer-Pople ( CP ) puckering parameters $\phi_{2}$ (phase angle) and $Q$ (total puckering amplitude) that determine the sugar ring conformation for 5-MR and the polar coordinates $\phi$ (zenithal angle), $\theta$ (azimuthal angle) and $Q$ (total puckering amplitude) that determine the sugar ring conformation for 6-MR of canonical and non-canonical mucleotides obtained from the classic $(a+b)$ and an alternative $(c+d)$ pathway.


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 135.3 | 137.8 | 228.1 | 129.5 | 224.2 | 285.7 | $\phi$ | 59.3 | -53.4 | -139.9 | 57.6 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 172.3 | 178.9 | 166.0 | 179.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.6 | 0.6 |
| BA-N | $\phi_{2}$ | 141.8 | 137.3 | 302.2 | 287.5 | 290.9 | 298.8 | $\phi$ | -52.5 | -46.2 | 91.8 | 125.4 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 173.8 | 178.1 | 176.5 | 174.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| CA | $\phi_{2}$ | 144.5 | 138.2 | 301.4 | 286.8 | 289.4 | 292.5 | $\phi$ | -44.9 | -30.5 | 80.7 | 169.6 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 173.5 | 178.1 | 176.1 | 160.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | 139.8 | 130.4 | 217.3 | 269.7 | 329.0 | 161.5 | $\phi$ | 33.6 | -130.0 | 120.6 | 126.7 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.3 | 0.4 | $\theta$ | 163.9 | 179.6 | 177.9 | 176.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
|  |  |  |  |  |  |  |  | Q |  |  |  |  |
| A | $\phi_{2}$ | $316.7$ | $302.6$ | 99.8 | $77.4$ | 87.1 | 68.7 | $\phi$ | 24.9 | 75.2 | 47.9 | 73.8 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | $164.0$ | 169.3 | 170.0 | 164.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| G | $\phi_{2}$ | 110.0 | 105.1 | 67.1 | 101.6 | 92.3 | 102.2 | $\phi$ | 21.5 | 74.4 | 70.5 | 89.1 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 167.0 | 168.5 | 168.4 | 166.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| C | $\phi_{2}$ | 278.8 | 302.0 | 87.8 | 316.6 | 86.0 | 110.2 | $\phi$ | 54.0 | 81.7 | 35.2 | 47.2 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.5 | 0.4 | $\theta$ | 143.6 | 166.6 | 94.0 | 162.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.7 | 0.5 |
| T | $\phi_{2}$ | 279.6 | 289.1 | 85.5 | 317.4 | 87.4 | 89.6 | $\phi$ | 51.6 | 80.6 | 36.8 | 139.6 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.3 | 0.5 | 0.4 | $\theta$ | 145.2 | 166.1 | 93.8 | 150.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.7 | 0.5 |
| U | $\phi_{2}$ | 267.0 | 285.6 | 85.3 | 316.2 | 87.8 | 90.2 | $\phi$ | 51.4 | 76.1 | 35.6 | 71.9 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.5 | 0.4 | $\theta$ | 144.7 | 165.6 | 93.9 | 141.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.7 | 0.5 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 28.0 | 36.3 | 10.3 | 26.3 | 72.5 | 56.7 | $\phi$ | 10.1 | 113.9 | 28.0 | 28.5 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.5 | 0.4 | $\theta$ | 174.8 | 177.3 | 91.6 | 90.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.8 | 0.8 |
| TAP-N | $\phi_{2}$ | 116.1 | 108.6 | 215.5 | 83.0 | 256.4 | 38.3 | $\phi$ | 24.4 | 55.9 | 63.3 | 95.9 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | $172.8$ | $176.2$ | $172.6$ | $175.1$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 8.9 | 326.6 | 38.4 | 32.2 | 342.3 | 85.1 | $\phi$ | 18.7 | 94.0 | 79.4 | 109.3 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 172.7 | 170.6 | 174.0 | 168.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.5 | 0.6 | 0.5 |
| BA-N | $\phi_{2}$ | 242.3 | 311.7 | 238.7 | 323.2 | 104.3 | 316.2 | $\phi$ | 43.8 | 63.1 | 63.0 | 72.5 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 147.0 | 153.1 | 146.2 | 153.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | 256.0 | 318.7 | 320.6 | 320.4 | 104.3 | 312.9 | $\phi$ | 45.6 | 61.6 | 57.9 | 71.4 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 145.8 | 152.0 | 140.9 | 140.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | 103.5 | 73.5 | 70.7 | 46.1 | 83.7 | 87.0 | $\phi$ | 17.4 | 52.2 | 55.9 | 90.5 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 172.6 | 176.2 | 172.9 | 174.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.5 | 0.5 |
|  |  |  |  |  |  |  |  | 2 |  |  |  |  |
| A | $\phi_{2}$ | 140.0 | $131.5$ | 95.8 | $282.3$ | $283.1$ | $290.3$ | $\phi$ | -106.5 | -86.4 | -162.6 | -112.3 |
|  | $Q$ | 0.4 | $0.3$ | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 17.8 | 23.4 | 3.4 | 5.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.6 |
| G | $\phi_{2}$ | 139.1 | 111.2 | 346.6 | 282.2 | 282.9 | 288.0 | $\phi$ | -162.1 | -96.2 | -109.2 | -94.0 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 10.1 | 10.5 | 2.9 | 11.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.5 |
| C | $\phi_{2}$ | 146.5 | 283.2 | 326.9 | 287.9 | 109.5 | 292.9 | $\phi$ | -83.2 | -111.8 | -162.7 | -94.9 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 15.5 | 29.3 | 23.6 | 6.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.6 |
| T | $\phi_{2}$ | 147.2 | 269.0 | 324.2 | 287.4 | 264.1 | 292.4 | $\phi$ | -86.9 | -91.4 | -130.4 | -108.7 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 16.5 | 11.5 | 13.9 | 5.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.6 |
| U | $\phi_{2}$ | 145.0 | 268.8 | 272.3 | 286.7 | 263.1 | 292.1 | $\phi$ | -87.4 | -111.1 | -131.8 | -107.4 |
|  | $Q$ | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 16.3 | 29.4 | 13.9 | 23.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 163.8 | 135.1 | 242.9 | 235.8 | 258.5 | 242.7 | $\phi$ | -107.3 | -60.7 | -61.1 | -63.1 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.5 | 0.4 | 0.4 | $\theta$ | 4.9 | 4.7 | 7.5 | 2.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-N | $\phi_{2}$ | 38.9 | 284.2 | 221.2 | 226.7 | 303.6 | 290.3 | $\phi$ | 18.5 | 4.9 | 34.8 | -23.1 |
|  | $Q$ | 0.4 | 0.4 | 0.5 | 0.5 | 0.4 | 0.4 | $\theta$ | 1.0 | 2.5 | $6.1$ | 5.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathbf{R U}{ }^{(1)}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 305.0 | 244.4 | 13.6 | 267.5 | 224.2 | 283.9 | $\phi$ | -133.4 | -104.6 | -173.7 | -84.5 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 8.1 | 20.2 | 4.7 | 9.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.6 |
| BA-N | $\phi_{2}$ | 142.8 | 135.9 | 230.5 | 287.5 | 290.3 | 294.0 | $\phi$ | -152.1 | -112.6 | -97.3 | -107.1 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 15.9 | 31.0 | 41.0 | 18.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | 144.5 | 138.2 | 307.5 | 286.8 | 289.5 | 292.0 | $\phi$ | -160.2 | -112.5 | -97.9 | -107.3 |
|  | $Q$ | 0.3 | 0.3 | 0.2 | 0.4 | 0.4 | 0.4 | $\theta$ | 17.6 | 31.2 | 41.2 | 27.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | 139.8 | 285.7 | 347.5 | 283.6 | 288.2 | 325.7 | $\phi$ | -107.3 | -83.2 | -165.6 | -89.1 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 13.7 | 8.0 | 0.9 | 3.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.6 |
|  |  |  |  |  |  |  |  | Q |  |  |  | $C_{I}$ |
| A | $\phi_{2}$ | $278.4$ | $307.4$ | 99.8 | $312.8$ | 256.6 | 329.7 | $\phi$ | 5.2 | 19.0 | 159.7 | -12.5 |
|  | $Q$ | 0.4 | $0.3$ | 0.3 | 0.4 | 0.3 | 0.4 | $\theta$ | 1.4 | 3.5 | 5.2 | 3.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| G | $\phi_{2}$ | 267.0 | 267.7 | 82.0 | 309.0 | 292.6 | 268.5 | $\phi$ | -130.6 | 22.4 | 15.8 | -64.1 |
|  | $Q$ | 0.2 | 0.2 | 0.3 | 0.3 | 0.3 | 0.3 | $\theta$ | 1.1 | 3.5 | 5.6 | 5.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| C | $\phi_{2}$ | 85.3 | 279.5 | 91.4 | 82.9 | 317.1 | 270.0 | $\phi$ | -54.6 | 8.9 | 4.2 | -53.9 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.3 | $\theta$ | 2.7 | 3.3 | 5.6 | 4.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| T | $\phi_{2}$ | 279.6 | 279.9 | 84.8 | 82.5 | 312.0 | 285.7 | $\phi$ | -37.4 | 12.3 | 7.7 | 14.1 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | $\theta$ | 1.5 | 2.8 | 5.2 | 1.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| U | $\phi_{2}$ | 280.7 | 287.2 | 96.5 | 87.0 | 313.7 | 90.2 | $\phi$ | -120.9 | 14.6 | 8.6 | -18.5 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | $\theta$ | 3.6 | 3.0 | 5.1 | 1.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 18.1 | 36.3 | 10.1 | 39.3 | 72.5 | 56.7 | $\phi$ | 78.7 | -2.2 | 133.8 | 13.0 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.5 | 0.4 | $\theta$ | 1.3 | 3.4 | 3.4 | 1.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-N | $\phi_{2}$ | $134.6$ | 236.5 | $289.7$ | 83.6 | 256.4 | 238.3 | $\phi$ | 22.0 | 0.8 | 168.6 | 5.0 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 2.5 | 4.7 | 5.2 | 7.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathbf{R U}^{(1)}$ | $\mathbf{C P}^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathbf{C P}{ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\begin{gathered} \hline \text { vac. }^{(2)} \\ \hline-120.3 \end{gathered}$ | $\begin{gathered} \hline \text { solv. }{ }^{(3)} \\ \hline 46.7 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BA-C ${ }^{5}$ | $\stackrel{\phi}{+}$ | 84.5 | 321.6 | 20.1 | 331.8 | 342.3 | 85.1 | $\phi$ | -97.4 | 6.6 |  |  |
|  |  | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 1.6 | 3.8 | 1.7 | 5.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-N | $\stackrel{\phi_{2}}{Q}$ | $\begin{gathered} 229.6 \\ 0.3 \end{gathered}$ | $\begin{gathered} 312.9 \\ 0.3 \end{gathered}$ | $\begin{gathered} 236.3 \\ 0.3 \end{gathered}$ | $\begin{gathered} 321.8 \\ 0.3 \end{gathered}$ | $\begin{gathered} 104.3 \\ 0.4 \end{gathered}$ | 316.2 | $\phi$ | 62.4 | 25.8 | 121.3 | 10.7 |
|  |  |  |  |  |  |  | 0.3 | $\theta$ | 1.6 | 3.0 | 5.1 | 1.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| CA | $\begin{gathered} \phi_{2} \\ Q \end{gathered}$ | $\begin{gathered} 241.0 \\ 0.3 \end{gathered}$ | $\begin{gathered} 311.4 \\ 0.3 \end{gathered}$ | $\begin{gathered} 260.0 \\ 0.4 \end{gathered}$ | $318.9$ | $\begin{gathered} 105.2 \\ 0.4 \end{gathered}$ | 312.9 | $\phi$ | -156.8 | 31.6 | 97.7 | 18.5 |
|  |  |  |  |  |  |  | 0.3 | $\theta$ | 2.5 | 2.6 | 7.5 | 5.0 |
|  | $\begin{gathered} \phi_{2} \\ Q \end{gathered}$ |  | $\begin{gathered} 238.1 \\ 0.3 \end{gathered}$ | $\begin{gathered} 113.0 \\ 0.3 \end{gathered}$ | $\begin{gathered} 112.2 \\ 0.4 \end{gathered}$ | $\begin{gathered} 254.6 \\ 0.3 \end{gathered}$ | $\begin{gathered} 87.0 \\ 0.4 \end{gathered}$ | $Q$ | 0.6 | 0.6 | 0.6-114.6 | 0.6 |
| MM |  | $\begin{gathered} 278.8 \\ 0.2 \end{gathered}$ |  |  |  |  |  | $\phi$ | 5.1 | 4.7 |  | -50.4 |
|  |  |  |  |  |  |  |  | $\theta$ | 2.9 | 4.7 | 3.8 | 3.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
|  |  |  |  |  |  | $\mathrm{HAsO}_{3}{ }^{-}$ |  |  |  |  |  |  |
|  |  | 2dRibf |  | Ribf |  | Tho |  |  | 2dRib |  | $\underline{\text { Rib }}$ |  |
|  |  | $\alpha-{ }^{2} T_{3}$ |  | $\alpha_{-2}^{2} T_{3}$ |  | $\alpha-{ }^{2} T_{3}$ |  |  | $\alpha-{ }^{1} C_{4}$ |  | $\alpha^{-1} C_{4}$ |  |
| A | $Q$ |  | $\begin{gathered} 290.1 \\ 0.4 \end{gathered}$ | $\begin{gathered} 107.2 \\ 0.3 \end{gathered}$ | 222.10.4 |  |  | $\phi$ |  |  |  | 171.1 |
|  |  |  |  |  |  | $\begin{gathered} 31.1 \\ 0.3 \end{gathered}$ | 0.4 | $\theta$ | 176.1 | 178.8 | 178.2 | 178.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.6 | 0.6 |
| G | $\begin{gathered} \phi_{2} \\ Q \end{gathered}$ | $\begin{gathered} 138.8 \\ 0.3 \end{gathered}$ | $\begin{gathered} 109.3 \\ 0.3 \end{gathered}$ | $\begin{gathered} 120.6 \\ 0.3 \end{gathered}$ | $\begin{gathered} 283.2 \\ 0.4 \end{gathered}$ | $\begin{gathered} 284.5 \\ 0.4 \end{gathered}$ | $\begin{gathered} 152.7 \\ 0.3 \end{gathered}$ | ¢ | 38.9 | 53.0 | -75.1 | -145.6 |
|  |  |  |  |  |  |  |  |  | 162.2 | 169.5 | 178.1 |  |
|  |  |  |  | $\begin{gathered} 94.9 \\ 0.3 \end{gathered}$ | $\begin{gathered} 289.0 \\ 0.4 \end{gathered}$ | $\begin{gathered} 291.9 \\ 0.4 \end{gathered}$ | $\begin{gathered} 293.7 \\ 0.4 \end{gathered}$ | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| C | $\begin{gathered} \phi_{2} \\ Q \end{gathered}$ |  |  |  |  |  |  | $\phi$ | $\begin{gathered} 108.0 \\ 177.1 \\ 0.5 \end{gathered}$ | 2.1177.4 | $\begin{gathered} 60.7 \\ 177.4 \end{gathered}$ | $\begin{gathered} -159.3 \\ 177.5 \end{gathered}$ |
|  |  | 0.4 | 0.3 |  |  |  |  | Q |  |  |  |  |
|  | $\begin{gathered} \phi_{2} \\ Q \end{gathered}$ |  |  | $0.3$ | $0.4$ | $0.4$ | $0.4$ |  |  | 0.6 | 0.6 | -156.4 |
| T |  | $\begin{gathered} 146.8 \\ 0.4 \end{gathered}$ | $\begin{gathered} 133.3 \\ 0.3 \end{gathered}$ | $\begin{gathered} 103.4 \\ 0.3 \end{gathered}$ | $\begin{gathered} 100.1 \\ 0.2 \end{gathered}$ | $\begin{gathered} 291.1 \\ 0.4 \end{gathered}$ | $\begin{gathered} 292.6 \\ 0.4 \end{gathered}$ | ¢ | 87.3 | 17.4 | 48.3 |  |
|  |  |  |  |  |  |  |  |  | 177.2 | 177.3 | 177.0 | 177.9 |
|  |  | $\begin{gathered} 147.1 \\ 0.4 \end{gathered}$ | $\begin{gathered} 133.4 \\ 0.3 \end{gathered}$ | $\begin{gathered} 104.1 \\ 0.3 \end{gathered}$ | $\begin{gathered} 293.7 \\ 0.4 \end{gathered}$ | $\begin{gathered} 291.0 \\ 0.4 \end{gathered}$ | $\begin{gathered} 292.5 \\ 0.4 \end{gathered}$ | $Q$ | $\begin{gathered} 0.5 \\ 27.7 \end{gathered}$ | $\begin{gathered} 0.6 \\ 17.9 \end{gathered}$ | $\begin{gathered} 0.6 \\ 48.4 \end{gathered}$ | 0.6 |
| U | $\begin{gathered} \phi_{2} \\ Q \end{gathered}$ |  |  |  |  |  |  |  |  |  |  | -161.7 |
|  |  |  |  |  |  |  |  | $\theta$ | 171.5 | 177.1 | 177.0 | 177.9 |
| TAP-C ${ }^{5}$ | $\begin{gathered} \phi_{2} \\ Q \end{gathered}$ | $\begin{gathered} 156.4 \\ 0.4 \end{gathered}$ | $\begin{gathered} 228.5 \\ 0.4 \end{gathered}$ | $\begin{gathered} 242.7 \\ 0.4 \end{gathered}$ | $\begin{gathered} 222.4 \\ 0.4 \end{gathered}$ | $\begin{gathered} 28.6 \\ 0.4 \end{gathered}$ | $\begin{gathered} 175.9 \\ 0.4 \end{gathered}$ | $\begin{aligned} & Q \\ & \phi \\ & \theta \\ & Q \end{aligned}$ | $\begin{gathered} 0.6 \\ 58.5 \\ 164.4 \\ 0.6 \end{gathered}$ | $\begin{gathered} 0.6 \\ -147.7 \\ 169.6 \\ 0.5 \end{gathered}$ | $\begin{array}{cc} 0.6 & 0.6 \\ -97.4 & -114.9 \\ 175.2 & 174.1 \\ 0.6 & 0.6 \end{array}$ |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-N | $\phi_{2}$ | 43.4 | 203.3 | 314.6 | 45.0 | 1.3 | 292.1 | $\phi$ | -16.2 | 39.5 | 102.3 | 179.0 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 176.4 | 178.6 | 177.4 | 157.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.5 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 276.4 | 139.4 | 236.8 | 125.8 | 203.2 | 284.3 | $\phi$ | 175.5 | 3.8 | -133.6 | 160.0 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 171.6 | 178.1 | 165.3 | 177.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.6 | 0.6 |
| BA-N | $\phi_{2}$ | 143.0 | 137.8 | 15.3 | 287.2 | 291.1 | 301.5 | $\phi$ | -58.0 | -5.4 | 92.2 | 143.2 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 174.4 | 177.6 | 176.7 | 176.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| CA | $\phi_{2}$ | 144.6 | 139.4 | 315.9 | 278.3 | 289.5 | 292.7 | $\phi$ | -49.6 | -42.7 | 80.0 | 28.4 |
|  | $Q$ | 0.3 | 0.3 | 0.2 | 0.4 | 0.4 | 0.4 | $\theta$ | 174.1 | 178.5 | 176.4 | 176.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| MM | $\phi_{2}$ | $139.3$ | $130.8$ | $203.8$ | $285.1$ | $331.2$ | $291.0$ | $\phi$ | 32.4 | 89.3 | 124.1 | $128.0$ |
|  | $Q$ | $0.4$ | $0.3$ | $0.4$ | $0.4$ | $0.3$ | $0.4$ | $\theta$ | $164.6$ | $179.9$ | $178.2$ | $176.3$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
|  |  |  |  |  |  |  |  |  |  |  |  | $C_{4}$ |
| A | $\phi_{2}$ | 314.0 | 109.5 | 71.2 | 80.6 | 44.9 | 266.3 | $\phi$ | 25.5 | 72.8 | 47.7 | 146.9 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 | $\theta$ | 163.1 | 168.4 | 167.1 | 152.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| G | $\phi_{2}$ | 108.9 | 71.7 | 76.4 | 44.2 | 91.7 | 100.2 | $\phi$ | 22.6 | 74.2 | 71.7 | 90.0 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 164.7 | 168.1 | 169.5 | 169.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| C | $\phi_{2}$ | 271.0 | 307.7 | 92.2 | 316.9 | 89.6 | 109.6 | $\phi$ | 53.7 | 78.2 | 31.0 | 45.3 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 142.4 | 166.0 | 80.3 | 162.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.7 | 0.5 |
| T | $\phi_{2}$ | 268.4 | 12.4 | 73.2 | 316.7 | 91.2 | 89.9 | $\phi$ | 51.0 | 84.3 | 31.3 | 139.4 |
|  | $Q$ | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 143.9 | 166.5 | 90.5 | 149.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.8 | 0.5 |
| U | $\phi_{2}$ | 280.4 | 287.1 | 71.2 | 317.3 | 91.5 | 90.1 | $\phi$ | 51.2 | 83.4 | 31.6 | 138.0 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 143.3 | 166.6 | 90.5 | 149.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.8 | 0.5 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 304.8 | 31.2 | 3.5 | 46.8 | 72.8 | 73.5 | $\phi$ | 8.1 | 125.5 | 28.1 | 28.8 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | $173.3$ | $176.7$ | $91.4$ | $90.7$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.8 | 0.8 |


| RU ${ }^{(1)}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-N | $\phi_{2}$ | 136.0 | 103.2 | 90.9 | 100.7 | 256.2 | 7.2 | $\phi$ | 25.5 | 51.7 | 64.8 | 95.2 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 171.5 | 175.3 | 173.4 | 175.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 277.9 | 40.0 | 30.0 | 35.5 | 345.0 | 110.8 | $\phi$ | 22.3 | 101.9 | 81.9 | 111.2 |
|  | $Q$ | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 171.3 | 169.4 | 175.0 | 169.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.5 | 0.6 | 0.5 |
| BA-N | $\phi_{2}$ | 206.0 | 327.8 | 238.4 | 318.2 | 105.2 | 328.9 | $\phi$ | 43.9 | 60.9 | 63.4 | 69.1 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 146.7 | 151.7 | 146.9 | 153.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | 308.0 | 317.6 | 320.9 | 318.3 | 104.9 | 325.6 | $\phi$ | 44.6 | 61.4 | 58.8 | 68.6 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 145.0 | 151.4 | 141.4 | 151.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | $60.4$ | $39.8$ | $71.2$ | $314.5$ | 82.3 | $114.5$ | $\phi$ | 16.0 | 50.1 | 53.4 | -164.5 |
|  | $Q$ | $0.4$ | $0.4$ | $0.4$ | $0.4$ | $0.4$ | $0.4$ | $\theta$ | $173.0$ | $175.5$ | $176.1$ | $170.5$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.5 | $0.5$ |
|  |  |  |  |  |  |  |  |  |  |  |  | $C_{1}$ |
| A | $\phi_{2}$ | 139.3 | 122.7 | 261.7 | 222.3 | 285.7 | 289.8 | $\phi$ | -88.3 | -86.8 | -166.3 | -91.6 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 12.8 | 23.4 | 4.1 | 7.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.6 |
| G | $\phi_{2}$ | 138.8 | 23.9 | 350.3 | 283.2 | 285.8 | 334.2 | $\phi$ | -114.8 | -84.7 | -121.2 | -99.5 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 13.6 | 12.7 | 3.0 | 13.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.5 |
| C | $\phi_{2}$ | 146.2 | 303.5 | 222.8 | 288.9 | 278.6 | 293.7 | $\phi$ | -84.6 | -104.8 | -168.4 | -75.5 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 15.3 | 29.1 | 22.3 | 9.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.6 |
| T | $\phi_{2}$ | 146.8 | 275.5 | 284.8 | 287.8 | 278.7 | 292.6 | $\phi$ | -88.5 | -80.7 | -131.7 | -79.7 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 16.3 | 14.8 | 13.8 | 9.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.6 |
| U | $\phi_{2}$ | 147.1 | 276.8 | 285.6 | 287.9 | 263.2 | 292.5 | $\phi$ | -89.2 | -103.1 | -133.3 | -108.3 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 16.2 | 29.4 | 13.9 | 23.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | $159.8$ | $149.5$ | $153.8$ | $240.9$ | $257.0$ | 235.7 | $\phi$ | -88.6 | -50.8 | -91.4 | -44.2 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.5 | 0.4 | 0.4 | $\theta$ | 3.9 | $6.6$ | $9.7$ | $5.0$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-N | $\phi_{2}$ | 295.6 | 228.4 | 215.9 | 227.2 | 308.7 | 291.4 | $\phi$ | 21.7 | 3.2 | 36.1 | -14.1 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 0.5 | 1.8 | 5.3 | 5.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 263.0 | 290.5 | 246.0 | 268.8 | 203.2 | 284.3 | $\phi$ | -137.9 | -83.4 | 144.3 | -65.2 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 8.6 | 22.3 | 3.1 | 14.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.6 |
| BA-N | $\phi_{2}$ | 143.0 | 138.6 | 218.0 | 287.9 | 290.7 | 294.5 | $\phi$ | -152.5 | -104.1 | -97.3 | -113.7 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 16.1 | 30.9 | 40.1 | 24.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | 144.6 | 139.4 | 179.1 | 286.8 | 289.8 | 292.7 | $\phi$ | -160.1 | -102.7 | -97.7 | -111.5 |
|  | $Q$ | 0.3 | 0.3 | 2.1 | 0.4 | 0.4 | 0.4 | $\theta$ | 18.2 | 31.2 | 40.3 | 24.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | $139.3$ | $229.3$ | $350.1$ | $302.3$ | $286.9$ | $324.1$ | $\phi$ | -108.3 | -72.6 | 179.4 | -64.8 |
|  | $Q$ | $0.4$ | $0.4$ | $0.3$ | $0.4$ | $0.4$ | $0.3$ | $\theta$ | $15.9$ | $9.5$ | $1.4$ | 4.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.6 | 0.6 |
|  |  |  |  |  |  |  |  |  |  |  |  | $C_{1}$ |
| A | $\phi_{2}$ | 278.5 | 306.6 | 97.2 | 312.9 | 254.9 | 332.1 | $\phi$ | 10.0 | 21.0 | 114.4 | -22.7 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | $\theta$ | 0.8 | 2.8 | 5.2 | 6.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| G | $\phi_{2}$ | 64.6 | 266.7 | 92.2 | 56.5 | 302.3 | 267.8 | $\phi$ | 62.9 | 21.0 | 17.4 | -49.8 |
|  | $Q$ | 0.4 | 0.2 | 0.4 | 0.4 | 0.3 | 0.4 | $\theta$ | 1.9 | 4.4 | 6.0 | 6.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| C | $\phi_{2}$ | 92.6 | 286.9 | 75.7 | 71.2 | 333.9 | 272.4 | $\phi$ | -71.0 | 12.6 | 3.2 | -47.6 |
|  | $Q$ | 0.3 | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 2.3 | 2.6 | 3.9 | 6.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| T | $\phi_{2}$ | 280.3 | 287.4 | 76.3 | 95.6 | 317.7 | 279.7 | $\phi$ | -57.7 | 18.6 | 6.0 | -10.5 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | $\theta$ | 1.0 | 2.2 | 3.9 | 3.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| U | $\phi_{2}$ | 281.3 | 283.4 | 94.5 | 97.7 | 330.6 | 90.1 | $\phi$ | -59.5 | 17.3 | 8.1 | -27.7 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 0.8 | 2.2 | 3.9 | 3.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | $17.9$ | $39.0$ | $16.0$ | $54.3$ | $72.8$ | 37.9 | $\phi$ | 65.4 | -5.0 | 100.5 | -1.9 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 4.3 | $2.4$ | $5.2$ | 3.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathbf{R U}^{(1)}$ | $\mathbf{C P}^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathbf{C P}{ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-N | $\phi_{2}$ | 137.6 | 140.9 | 129.3 | 349.1 | 256.2 | 229.9 | $\phi$ | 31.0 | 2.1 | 131.5 | 3.6 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 2.9 | 4.1 | 4.5 | 6.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 53.9 | 324.6 | 26.6 | 326.8 | 345.0 | 110.8 | $\phi$ | -118.8 | 3.0 | 28.5 | 28.1 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 1.8 | 2.9 | 3.5 | 6.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-N | $\phi_{2}$ | 229.7 | 312.7 | 236.2 | 317.9 | 105.2 | 328.9 | $\phi$ | 74.3 | 30.5 | 98.6 | -13.1 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 1.3 | 2.4 | 7.5 | 3.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| CA | $\phi_{2}$ | 317.0 | 311.5 | 320.9 | 331.9 | 104.9 | 325.6 | $\phi$ | 99.8 | 40.2 | 102.0 | 16.6 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.3 | $\theta$ | 2.2 | 2.1 | 7.6 | 5.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| MM | $\phi_{2}$ | 73.1 | 311.9 | 108.6 | 82.1 | 335.8 | 114.5 | $\phi$ | 7.4 | 3.2 | -45.0 | -41.5 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 2.4 | 4.0 | 3.0 | 6.0 |
|  |  |  |  |  |  | alternative pathway |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | $\mathrm{HPO}_{3}{ }^{-}$ |  |  |  |  |  |  |
|  |  | 2dRibf |  | Ribf |  | Tho |  |  | 2dRib |  | $\underline{\text { Rib }}$ |  |
|  |  | $\alpha_{-}{ }^{2} T_{3}$ |  | $\alpha_{-}{ }^{2} T_{3}$ |  | $\alpha_{-2}{ }^{2} T_{3}$ |  |  | $\alpha^{-1} C_{4}$ |  | $\alpha_{-1}{ }^{1} C_{4}$ |  |
| A |  | 139.1 | 109.8 | 287.3 | 100.1 | 284.7 | 121.0 | $\phi$ | 7.3 | -9.4 | -56.2 | -136.3 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 | $\theta$ | 173.5 | 178.5 | 179.3 | 165.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| G | $\phi_{2}$ | 139.0 | 109.9 | 282.9 | 101.7 | 299.1 | 325.8 | $\phi$ | 35.7 | -12.8 | 74.5 | 163.7 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.3 | 0.3 | 0.3 | $\theta$ | 161.1 | 178.5 | 157.8 | 161.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.5 |
| C | $\phi_{2}$ | 143.6 | 134.4 | 285.2 | 287.9 | 247.9 | 306.4 | $\phi$ | 32.1 | 6.3 | 78.6 | -163.0 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 170.7 | 178.3 | 179.4 | 158.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| T | $\phi_{2}$ | 144.6 | 135.4 | 286.4 | 108.6 | 264.1 | 304.7 | $\phi$ | 29.0 | 15.7 | 31.4 | -136.5 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 | $\theta$ | 170.1 | 177.9 | 179.0 | 167.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| U |  | 123.6 | 135.9 | 286.2 | 287.3 | 263.2 | 303.9 | $\phi$ | 25.6 | 10.1 | 33.5 | -136.5 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 170.9 | 177.9 | 179.0 | 167.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
|  |  |  |  |  |  | 450 |  |  |  |  |  |  |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | C ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 264.9 | 152.3 | 208.0 | 245.3 | 259.9 | 169.4 | $\phi$ | -128.5 | 60.9 | -99.1 | -133.2 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 173.4 | 177.2 | 175.5 | 163.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.6 | 0.6 |
| TAP-N | $\phi_{2}$ | 143.3 | 66.6 | 308.8 | 54.1 | 302.0 | 32.8 | $\phi$ | 46.0 | 34.7 | 101.7 | 178.4 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 162.0 | 179.7 | 176.9 | 158.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.5 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 135.3 | 136.8 | 228.8 | 125.9 | 230.1 | 135.6 | $\phi$ | 59.3 | -31.4 | -120.8 | 165.1 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 159.1 | 179.1 | 178.0 | 160.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.5 |
| BA-N | $\phi_{2}$ | 143.5 | 137.5 | 301.4 | 287.6 | 290.3 | 292.4 | $\phi$ | -52.5 | -31.6 | 91.7 | 167.5 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 173.8 | 178.2 | 176.5 | 160.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | $144.8$ | $139.2$ | $301.4$ | $286.8$ | $289.5$ | $292.0$ | $\phi$ | -45.0 | -17.2 | 80.7 | 169.6 |
|  | $Q$ | $0.3$ | $0.3$ | $0.4$ | $0.4$ | $0.4$ | 0.4 | $\theta$ | 173.5 | 177.8 | 176.1 | 160.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | 138.0 | 130.4 | 300.3 | 225.4 | 288.2 | 287.1 | $\phi$ | 33.6 | 137.0 | 122.6 | -179.2 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.5 | 0.4 | 0.4 | $\theta$ | 163.9 | 179.9 | 177.5 | 157.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.5 |
|  |  |  |  |  |  |  |  |  |  | $C_{4}$ | $\beta-$ | $\mathrm{C}_{4}$ |
| A | $\phi_{2}$ | 256.9 | 74.8 | 103.0 | 294.2 | 299.5 | 293.4 | $\phi$ | 53.3 | 73.7 | 64.4 | 73.8 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.3 | 0.3 | $\theta$ | 165.5 | 168.8 | 161.2 | 164.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| G | $\phi_{2}$ | 81.5 | 76.5 | 70.5 | 50.7 | 293.4 | 295.1 | $\phi$ | 21.5 | 74.4 | 77.8 | 85.7 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.3 | 0.3 | $\theta$ | 167.0 | 168.5 | 171.6 | 167.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| C | $\phi_{2}$ | 32.2 | 279.5 | 282.4 | 320.3 | 319.4 | 110.2 | $\phi$ | 19.7 | 31.7 | 63.8 | 47.2 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 155.6 | 162.0 | 142.4 | 162.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| T | $\phi_{2}$ | 76.9 | 280.0 | 93.2 | 286.5 | 313.7 | 110.3 | $\phi$ | 20.6 | 77.9 | 62.3 | 69.0 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | $\theta$ | 154.9 | 165.4 | 145.1 | 153.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| U | $\phi_{2}$ | 92.3 | 279.6 | 93.1 | 313.2 | 314.7 | 90.2 | $\phi$ | 21.3 | 76.1 | 62.0 | 68.9 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 154.9 | 165.6 | 144.2 | 152.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 93.3 | 8.7 | 338.3 | 39.9 | 267.9 | 71.4 | $\phi$ | 31.8 | 27.2 | 27.0 | 28.5 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 91.4 | 90.8 | 90.8 | 90.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.8 | 0.8 | 0.8 | 0.8 |
| TAP-N | $\phi_{2}$ | 66.3 | 108.6 | 62.7 | 288.2 | 59.0 | 38.3 | $\phi$ | 24.4 | 55.9 | 68.6 | 95.9 |
|  | $Q$ | 0.3 | 0.4 | 0.3 | 0.3 | 0.5 | 0.4 | $\theta$ | 172.8 | 176.2 | 175.2 | 175.1 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 84.6 | 282.5 | 86.8 | 308.6 | 121.6 | 85.1 | $\phi$ | 27.6 | 91.9 | 28.7 | 96.4 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 93.3 | 169.7 | 90.5 | 167.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.8 | 0.5 | 0.8 | 0.5 |
| BA-N | $\phi_{2}$ | 134.6 | 311.7 | 64.4 | 319.8 | 257.7 | 109.1 | $\phi$ | 43.8 | 63.1 | 63.0 | 68.5 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.2 | 0.4 | $\theta$ | 147.0 | 153.1 | 146.2 | 152.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | $34.6$ | $311.0$ | $243.3$ | $311.3$ | $263.3$ | $110.2$ | $\phi$ | 45.6 | 63.3 | 61.1 | $68.1$ |
|  | $Q$ | $0.3$ | $0.3$ | $0.3$ | $0.4$ | $0.2$ | $0.4$ | $\theta$ | 145.8 | $152.6$ | 145.9 | $151.5$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | 112.8 | 110.8 | 72.7 | 49.7 | 48.6 | 98.7 | $\phi$ | 16.9 | 51.2 | 57.8 | 90.6 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 172.5 | 175.6 | 175.8 | 174.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.5 | 0.5 |
|  |  |  |  |  |  |  |  |  |  | $C_{l}$ |  | $C_{1}$ |
| A | $\phi_{2}$ | 101.9 | 296.9 | 22.9 | 281.7 | 284.7 | 290.4 | $\phi$ | -89.9 | -68.7 | -135.6 | -78.7 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 13.5 | 15.5 | 90.1 | 89.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.7 | 0.7 |
| G | $\phi_{2}$ | 136.7 | 288.6 | 22.5 | 282.2 | 299.1 | 288.0 | $\phi$ | -89.5 | -19.0 | -85.1 | -81.1 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | $\theta$ | 14.5 | 96.0 | 89.5 | 90.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.7 | 0.7 | 0.7 |
| C | $\phi_{2}$ | 144.6 | 269.0 | 21.7 | 287.9 | 247.9 | 270.4 | $\phi$ | 33.3 | -69.1 | -56.1 | -57.5 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 171.5 | 19.0 | 13.3 | 14.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.5 | 0.5 | 0.5 |
| T | $\phi_{2}$ | 145.3 | 269.6 | 23.2 | 287.4 | 264.1 | 270.3 | $\phi$ | -90.5 | -70.6 | -83.0 | -63.9 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 16.9 | 19.1 | 89.1 | 14.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.7 | 0.5 |
| U | $\phi_{2}$ | 145.6 | 268.8 | 23.3 | 286.7 | 263.2 | 269.6 | $\phi$ | -91.0 | -70.6 | -83.5 | -61.9 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 16.8 | 18.9 | $89.0$ | 14.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.7 | 0.5 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathbf{C} \mathbf{P}^{(7)}$ | vac. ${ }^{(2)}$ | Solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 161.0 | 223.8 | 249.4 | 240.3 | 259.9 | 247.7 | $\phi$ | -65.0 | -45.3 | -52.2 | -45.5 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.5 | 0.4 | 0.4 | $\theta$ | 12.8 | 16.3 | 7.7 | 9.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.6 |
| TAP-N | $\phi_{2}$ | 161.1 | 284.2 | 324.1 | 232.8 | 302.0 | 290.3 | $\phi$ | -48.0 | 4.9 | 34.7 | 28.6 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 0.3 | 2.5 | 6.1 | 5.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 144.9 | 282.6 | $246.3$ | $266.4$ | 230.1 | 283.9 | $\phi$ | -70.1 | -104.6 | -28.8 | -38.8 |
|  | $Q$ | $0.4$ | $0.4$ | $0.4$ | $0.4$ | $0.4$ | $0.4$ | $\theta$ | $10.0$ | $20.2$ | 8.9 | $7.7$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | $0.5$ |
| BA-N | $\phi_{2}$ | 108.5 | $291.9$ | 303.5 | $287.6$ | 290.3 | 292.4 | $\phi$ | -155.6 | -112.6 | -96.9 | -95.8 |
|  | $Q$ | $0.2$ | $0.3$ | 0.3 | $0.4$ | 0.4 | 0.4 | $\theta$ | 17.6 | 31.0 | 45.9 | 38.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | 113.4 | 139.2 | 304.4 | 286.4 | 289.5 | 292.0 | $\phi$ | -159.2 | -138.7 | -97.9 | -107.3 |
|  | $Q$ | 0.2 | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 18.3 | 18.9 | 43.2 | 27.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | 136.1 | 285.7 | 295.1 | 225.4 | 288.2 | 282.6 | $\phi$ | -172.1 | -8.5 | 38.8 | 30.9 |
|  | $Q$ | 0.3 | 0.4 | 0.3 | 0.5 | 0.4 | 0.4 | $\theta$ | 1.2 | 3.2 | 4.7 | 4.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.5 | 0.6 | 0.6 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | $\phi_{2}$ | 104.7 | 280.2 | 253.4 | 280.8 | 299.5 | 297.7 | $\phi$ | 5.2 | 19.0 | -86.8 | 13.1 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.3 | 0.3 | 0.3 | $\theta$ | 1.4 | 3.5 | 2.8 | 5.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| G | $\phi_{2}$ | 78.9 | 303.1 | 273.9 | 304.2 | 274.8 | 297.6 | $\phi$ | 52.3 | 22.5 | -69.4 | 12.9 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 2.1 | 3.5 | 2.0 | 5.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| C | $\phi_{2}$ | 56.2 | 284.8 | 261.6 | 284.6 | 319.4 | 272.2 | $\phi$ | -54.7 | 8.9 | -90.9 | 15.0 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 2.7 | 3.3 | 3.0 | 5.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| T | $\phi_{2}$ | $58.0$ | $288.0$ | $294.2$ | $330.1$ | $313.7$ | $275.0$ | $\phi$ | -37.5 | 12.2 | -94.0 | 12.7 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.3 | 0.3 | $\theta$ | 1.5 | 2.8 | 2.6 | 5.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| U | $\phi_{2}$ | $23.5$ | $285.6$ | $284.3$ | $284.3$ | $314.7$ | $266.7$ | $\phi$ | -37.2 | 14.5 | -94.5 | 13.6 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | $1.3$ | $3.0$ | $2.6$ | $5.4$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathbf{R U}^{(1)}$ | $\mathbf{C P}{ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathbf{C P}{ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 93.3 | 37.5 | 340.1 | 349.0 | 219.4 | 332.0 | $\phi$ | 60.4 | 4.0 | -44.2 | -17.6 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 4.6 | 3.5 | 3.2 | 6.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-N | $\phi_{2}$ | 102.2 | 236.5 | 311.1 | 241.4 | 241.6 | 231.8 | $\phi$ | 22.0 | 0.8 | -88.9 | 5.0 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | 0.4 | $\theta$ | 2.5 | 4.7 | 4.1 | 7.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 39.5 | 17.4 | 279.6 | 18.9 | 227.8 | 294.4 | $\phi$ | -97.4 | 6.6 | -120.3 | 9.8 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.3 | $\theta$ | 1.6 | 3.8 | 1.7 | 5.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-N | $\phi_{2}$ | 229.6 | 306.9 | 82.7 | 318.2 | 263.5 | 275.6 | $\phi$ | 62.4 | 25.8 | -103.9 | 17.6 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.2 | 0.3 | $\theta$ | 1.6 | 3.0 | 3.2 | 5.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| CA | $\phi_{2}$ | 134.9 | 305.9 | 317.1 | 320.1 | 263.3 | 267.8 | $\phi$ | 90.3 | 31.6 | -112.3 | 18.6 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.4 | 0.2 | 0.2 | $\theta$ | 2.3 | 2.6 | 2.9 | 5.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| MM | $\phi_{2}$ | 104.7 | 238.1 | 228.2 | 241.4 | 255.7 | 272.9 | $\phi$ | 5.1 | 4.7 | -48.5 | 4.2 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.3 | 0.3 | $\theta$ | 2.9 | 4.7 | 3.2 | 7.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
|  |  |  |  |  |  | $\mathrm{HAsO}_{3}{ }^{-}$ |  |  |  |  |  |  |
|  |  | 2dRibf |  | Ribf |  | Tho |  |  | $\underline{\text { 2dRib }}$ |  | $\underline{\text { Rib }}$ |  |
|  |  | $\alpha-^{2} T_{3}$ |  | $\alpha-{ }^{2} T_{3}$ |  | $\alpha_{-2}^{2} T_{3}$ |  |  | $\alpha^{-1} C_{4}$ |  | $\alpha_{-1}{ }^{1} C_{4}$ |  |
| A | $\phi_{2}$ | 286.5 | 110.6 | 29.6 | 264.8 | 287.5 | 312.9 | $\phi$ | 11.1 | -3.1 | -69.6 | -146.0 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 173.1 | 178.5 | 178.9 | 177.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| G | $\phi_{2}$ | 138.8 | 110.9 | 322.9 | 267.7 | 329.3 | 315.9 | $\phi$ | 36.2 | 49.4 | 79.2 | -145.6 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | 0.3 | $\theta$ | 162.2 | 170.0 | 158.2 | 177.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| C | $\phi_{2}$ | 143.4 | 134.1 | 220.5 | 108.7 | 235.3 | 303.8 | $\phi$ | 31.8 | 10.7 | -39.9 | -159.4 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 | $\theta$ | 171.0 | 178.2 | 179.9 | 177.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| T | $\phi_{2}$ | 121.4 | 135.5 | 189.3 | 100.1 | 204.4 | 268.9 | $\phi$ | 28.3 | 19.9 | -4.5 | -156.4 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.2 | 0.3 | 0.4 | $\theta$ | 170.5 | 177.6 | 179.2 | 177.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | C ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| U | $\phi_{2}$ | 120.9 | 135.9 | 219.3 | 99.0 | 205.6 | 301.3 | $\phi$ | 25.8 | 15.9 | -9.3 | -161.7 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.2 | 0.3 | 0.3 | $\theta$ | 171.0 | 177.6 | 179.2 | 177.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 266.7 | 215.0 | 184.2 | 217.4 | 258.6 | 175.9 | $\phi$ | 54.3 | 62.5 | -97.4 | -114.7 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 165.1 | 176.6 | 175.2 | 174.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-N | $\phi_{2}$ | 91.2 | 67.4 | 309.2 | 45.0 | 306.0 | 51.9 | $\phi$ | 45.3 | 62.4 | 102.4 | 158.7 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 162.2 | 167.5 | 177.4 | 176.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$$Q$ | 133.1 | 137.0 | 216.9 | 125.9 | 228.4 | 167.2 | $\phi$ | 59.7 | -0.8 | -118.4 | 168.4 |
|  |  | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | 0.4 | $\theta$ | 158.7 | 179.0 | 177.8 | 176.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-N |  | $143.0$ | 138.0 | 301.5 | $286.1$ | 290.7 | 302.6 | $\phi$ | -38.5 | -22.9 | 92.2 | 143.1 |
|  | $Q$ | $0.3$ | $0.3$ | $0.4$ | $0.4$ | $0.4$ | $0.3$ | $\theta$ | 174.0 | 178.2 | 176.7 | $176.0$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| CA |  | 289.3 | 139.4 | 134.4 | 338.3 | 289.8 | 300.2 | $\phi$ | -44.8 | -6.1 | 80.0 | 133.1 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.1 | 0.4 | 0.3 | $\theta$ | 173.9 | 177.6 | 176.4 | 175.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| MM | $\phi_{2}$$Q$ | 70.4 | 130.7 | 300.1 | 225.7 | 324.6 | 43.7 | $\phi$ | 92.8 | 48.9 | 124.6 | 167.3 |
|  |  | 0.4 | 0.3 | 0.4 | 0.5 | 0.3 | 0.3 | $\theta$ | 164.1 | 171.6 | 178.1 | 176.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.6 | 0.6 |
|  |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  | $\beta-{ }^{2} T_{3}$ |  |  | $\beta-{ }^{-1} C_{4}$ |  | $\beta-{ }^{1} C_{4}$ |  |
| A | $\phi_{2}$ | 74.9 | 71.5 | 83.6 | 70.4 | 7.2 | 318.3 | $\phi$ | 25.5 | 72.7 | 63.3 | 160.6 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.4 | 0.5 | 0.3 | $\theta$ | 163.1 | 168.4 | 161.9 | 171.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| G | $\phi_{2}$ | 85.5 | 71.7 | 75.5 | 70.6 | 5.1 | 315.5 | $\phi$ | 22.6 | 74.1 | 40.6 | 162.9 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.5 | 0.4 | $\theta$ | 164.7 | 168.1 | 168.1 | 171.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| C | $\phi_{2}$ | 72.2 | 283.5 | 75.7 | 71.2 | 305.4 | 40.5 | $\phi$ | 20.9 | 32.6 | 64.5 | 71.1 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.5 | $\theta$ | 155.2 | 161.8 | 143.5 | 139.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | Solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | CP ${ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | $\phi_{2}$ | 72.4 | 60.9 | 76.3 | 285.9 | 303.7 | 119.9 | $\phi$ | 21.4 | 30.9 | 62.6 | 141.7 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.3 | $\theta$ | 154.4 | 161.3 | 146.8 | 168.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| U | $\phi_{2}$ | 71.3 | 283.4 | 99.0 | 285.3 | 304.1 | 90.1 | $\phi$ | 22.0 | 33.2 | 62.5 | 141.1 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | 154.5 | 160.9 | 145.9 | 168.4 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 92.6 | 31.1 | 339.1 | 23.0 | 275.5 | 39.3 | $\phi$ | 67.1 | 27.1 | 26.3 | -164.0 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 89.6 | 91.0 | 90.2 | 167.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.8 | 0.8 | 0.8 | 0.5 |
| TAP-N | $\phi_{2}$ | 56.7 | 103.2 | 72.6 | 100.7 | 270.5 | 5.8 | $\phi$ | 9.1 | 54.9 | 65.3 | -169.6 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 173.3 | 175.8 | 175.6 | 170.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.5 | 0.5 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | $84.1$ | $80.7$ | 41.0 | $77.4$ | $335.0$ | $336.6$ | $\phi$ | 97.2 | 90.9 | 28.2 | 146.6 |
|  | $Q$ | $0.4$ | $0.3$ | 0.4 | $0.4$ | 0.4 | 0.4 | $\theta$ | 93.5 | 169.3 | 90.1 | $167.6$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.8 | 0.5 | 0.8 | 0.5 |
| BA-N | $\phi_{2}$ | 312.6 | 312.7 | 202.1 | 317.9 | 283.5 | 50.6 | $\phi$ | 42.8 | 62.9 | 63.4 | 70.6 |
|  | $Q$ | 0.2 | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | $\theta$ | 146.2 | 152.7 | 146.9 | 139.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | 29.2 | 311.6 | 84.0 | 316.9 | 280.7 | 315.6 | $\phi$ | 26.1 | 63.2 | 61.4 | 70.6 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | $\theta$ | 94.7 | 152.2 | 147.0 | 139.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.8 | 0.5 | 0.5 | 0.5 |
| MM | $\phi_{2}$ | 108.9 | 106.3 | 108.2 | 103.6 | 277.5 | 8.9 | $\phi$ | 16.0 | 50.0 | 53.4 | -164.5 |
|  | $Q$ | 0.4 | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | $\theta$ | 173.0 | 175.5 | 176.1 | 170.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.6 | 0.5 | 0.5 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | $\phi_{2}$ | 136.4 | 152.4 | 288.6 | 223.2 | 287.5 | 289.8 | $\phi$ | -106.7 | -82.5 | -142.8 | -46.0 |
|  | $Q$ | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 17.4 | 14.9 | 87.4 | 92.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.8 | 0.7 |
| G | $\phi_{2}$ | 136.1 | 149.5 | 22.7 | 284.7 | 329.3 | 289.9 | $\phi$ | -114.8 | -97.9 | -104.4 | -99.6 |
|  | $Q$ | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 | 0.4 | $\theta$ | 13.6 | 16.7 | 11.4 | 13.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| C | $\phi_{2}$ | $143.4$ | 137.7 | 285.3 | 288.9 | 235.3 | 267.9 | $\phi$ | -170.3 | -83.6 | -91.2 | -86.4 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 79.7 | $18.2$ | $16.0$ | $16.4$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.7 | 0.5 | 0.5 | 0.5 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathbf{C} \mathbf{P}^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | $\phi_{2}$ | 144.2 | 139.5 | 285.8 | 229.8 | 204.4 | 271.1 | $\phi$ | -105.5 | -85.0 | -144.6 | -91.8 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.3 | 0.4 | $\theta$ | 21.0 | 18.4 | 87.1 | 17.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.8 | 0.5 |
| U | $\phi_{2}$ | 144.5 | 139.5 | 285.6 | 229.8 | 205.6 | 269.7 | $\phi$ | -106.3 | -94.4 | -144.4 | -90.8 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.5 | 0.3 | 0.4 | $\theta$ | 21.1 | 20.2 | 87.1 | 16.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.8 | 0.5 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 150.4 | 152.2 | 269.8 | 222.4 | 258.7 | 241.4 | $\phi$ | -86.4 | -58.4 | -139.8 | -93.1 |
|  | $Q$ | $0.4$ | $0.4$ | $0.4$ | 0.4 | 0.4 | 0.4 | $\theta$ | 14.7 | 11.7 | 90.2 | 91.0 |
|  |  |  |  |  |  |  |  | $Q$ | $0.6$ | 0.6 | 0.8 | $0.8$ |
| TAP-N | $\phi_{2}$ | $123.4$ | $150.3$ | 314.6 | 222.7 | $306.0$ | $291.4$ | $\phi$ | -124.5 | -108.0 | -71.1 | -57.4 |
|  | $Q$ | $0.4$ | $0.4$ | 0.4 | $0.4$ | $0.4$ | $0.4$ | $\theta$ | 4.7 | 3.2 | 1.8 | 1.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 131.0 | 140.6 | 234.6 | 232.8 | 228.4 | 284.3 | $\phi$ | -81.9 | -83.4 | -66.8 | 1.1 |
|  | $Q$ | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 18.9 | 22.3 | 12.4 | 11.7 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.6 | 0.5 |
| BA-N | $\phi_{2}$ | 143.0 | 292.8 | 302.1 | 287.9 | 290.7 | 293.3 | $\phi$ | -151.5 | -104.1 | -105.8 | -111.9 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 20.2 | 30.9 | 44.9 | 23.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.5 |
| CA | $\phi_{2}$ | 143.2 | 137.9 | 44.4 | 286.8 | 289.8 | 292.7 | $\phi$ | -154.5 | -102.7 | -124.6 | -71.3 |
|  | $Q$ | 0.4 | 0.3 | 0.8 | 0.4 | 0.4 | 0.4 | $\theta$ | 20.8 | 31.2 | 25.0 | 82.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.5 | 0.5 | 0.5 | 0.7 |
| MM | $\phi_{2}$ | 47.6 | 150.0 | 304.4 | 226.3 | 324.6 | 283.8 | $\phi$ | -135.9 | -106.5 | -108.6 | -114.4 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.3 | 0.4 | $\theta$ | 5.6 | 16.7 | 2.3 | 12.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.5 | 0.6 | 0.5 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| A | $\phi_{2}$ | 74.9 | 90.4 | 92.2 | 81.3 | 302.4 | 296.1 | $\phi$ | 10.0 | 21.0 | 4.4 | 12.9 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | $\theta$ | 0.8 | 2.7 | 4.5 | 5.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| G | $\phi_{2}$ | $85.5$ | $286.0$ | $278.4$ | $305.7$ | $280.8$ | $297.1$ | $\phi$ | 62.9 | 23.8 | 17.4 | 12.6 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.4 | 0.4 | 0.3 | $\theta$ | 1.9 | $2.8$ | $6.0$ | $5.0$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| C | $\phi_{2}$ | $72.2$ | $284.9$ | $96.7$ | $92.2$ | $322.9$ | $272.4$ | $\phi$ | -71.1 | 12.6 | 3.2 | 15.9 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.4 | 0.4 | $\theta$ | $2.3$ | $2.6$ | $3.9$ | $5.1$ |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |


| $\mathbf{R} \mathbf{U}^{(\mathbf{1})}$ | CP ${ }^{(6)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | $\mathbf{C P}{ }^{(7)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ | vac. ${ }^{(2)}$ | solv. ${ }^{(3)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | $\phi_{2}$ | 72.4 | 287.3 | 310.5 | 95.6 | 315.3 | 305.2 | $\phi$ | -57.8 | 18.7 | 6.0 | 14.2 |
|  | $Q$ | 0.4 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | $\theta$ | 1.0 | 2.2 | 3.9 | 4.8 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| U | $\phi_{2}$ | 86.4 | 297.9 | 285.1 | 97.2 | 316.9 | 309.5 | $\phi$ | -59.4 | 17.4 | 8.1 | 14.5 |
|  | $Q$ | 0.3 | 0.3 | 0.4 | 0.3 | 0.4 | 0.3 | $\theta$ | 0.8 | 2.1 | 3.9 | 4.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-C ${ }^{5}$ | $\phi_{2}$ | 92.6 | 35.1 | 339.2 | 351.0 | 272.9 | 213.6 | $\phi$ | 65.4 | 2.8 | 5.8 | -20.3 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | $\theta$ | 4.3 | 2.6 | 6.4 | 6.2 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| TAP-N | $\phi_{2}$ | 56.7 | 48.0 | 312.7 | 131.5 | 236.8 | 276.6 | $\phi$ | 26.8 | 2.1 | -10.6 | 3.6 |
|  | $Q$ | 0.4 | 0.3 | 0.4 | 0.3 | 0.3 | 0.4 | $\theta$ | 2.1 | 4.1 | 5.3 | 6.6 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| BA-C ${ }^{5}$ | $\phi_{2}$ | 84.1 | 18.0 | 296.0 | 37.2 | 268.6 | 309.8 | $\phi$ | -118.8 | 3.0 | -30.8 | 8.9 |
|  | $Q$ | 0.4 | 0.4 | 0.4 | 0.4 | 0.5 | 0.4 | $\theta$ | 1.8 | 2.9 | 11.9 | 4.9 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.5 | 0.6 |
| BA-N | $\phi_{2}$ | 88.4 | 308.4 | 315.0 | 329.6 | 260.7 | 154.5 | $\phi$ | 74.4 | 30.5 | -0.9 | 14.2 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.2 | 0.5 | $\theta$ | 1.3 | 2.4 | 3.5 | 4.3 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| CA | $\phi_{2}$ | 88.8 | 311.6 | 316.4 | 330.4 | 261.1 | 305.0 | $\phi$ | 99.8 | 40.2 | 8.1 | 15.5 |
|  | $Q$ | 0.3 | 0.3 | 0.3 | 0.3 | 0.2 | 0.8 | $\theta$ | 2.2 | 2.1 | 3.1 | 4.0 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |
| MM | $\phi_{2}$$Q$ | 108.9 | 67.2 | 288.4 | 134.6 | 248.4 | 328.3 | $\phi$ | 7.3 | 3.2 | 11.4 | 4.4 |
|  |  | 0.4 | 0.3 | 0.4 | 0.3 | 0.3 | 0.4 | $\theta$ | 2.4 | 4.0 | 7.5 | 6.5 |
|  |  |  |  |  |  |  |  | $Q$ | 0.6 | 0.6 | 0.6 | 0.6 |

(1) RU = unspecified recognition unit. ${ }^{(2)}$ Puckering parameters in vacuum at the DFT level. ${ }^{(3)}$ Puckering parameters in implicit solvent at the DFT level using the IEFPCM model. ${ }^{(4)}$ initial sugar ring puckering-anomer for 5-MR. ${ }^{(5)}$ initial sugar ring puckering-anomer for 6-MR. ${ }^{(6)}$ Cremer-Pople (CP) generalized puckering parameters for 5-MR. ${ }^{(7)}$ Polar coordinates derived from Cremer-Pople (CP) generalized puckering parameters for 6-MR.

Table A8. Differences between the energies of the canonical dTMP, UMP pairs (predominant) nucleotides and their minor counterparts TMP and dUMP (Figure 4.48) in vacuum and in aqueous environment (energies of the canonical form minus that of the minor form) for the sugar exchange reaction between the nucleotides of T and U . Included differences are between: the total energies without ( $\Delta E$ ) and with zero-point vibrational correction (ZPE) ( $\Delta E_{(\mathrm{ZPE})}$ ), and Gibbs energies $\left(\Delta G^{\circ}\right)$. All energies are in $\mathrm{kJ} / \mathrm{mol}$ and are obtained from the DFT-B3LYP/6-311++G $(d, p)$ calculations. The Polarizable Continuum Model (IEFPCM) has been used to generate the results in aqueous solvation at the same level of theory.

| Compared systems ${ }^{(1)}$ | vac. ${ }^{(2)}$ |  |  | solv. ${ }^{(3)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE }}$ |  |  | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ |
|  |  | classic pathway ( $a+b$ ) |  |  |  |  |
|  |  | $\mathrm{HPO}_{3}{ }^{-}$ |  |  |  |  |
|  | furanoses |  |  |  |  |  |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha-{ }^{2} \mathrm{~T}_{3}-$ UMP $-\alpha_{-}{ }^{2} \mathrm{~T}_{3}-\mathrm{TMP}-\alpha_{-}{ }^{2} \mathrm{~T}_{3}$-dUMP $)$ | -1.0 | -1.1 | -0.6 | 8.8 | 10.4 | 2.7 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha-^{2} \mathrm{~T}_{3}$-UMP - $\alpha^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP) | -12.4 | -11.5 | -15.7 | 0.2 | 0.4 | -1.5 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha^{-3} \mathrm{~T}_{2}$-TMP - $\alpha^{-2} \mathrm{~T}_{3}$-dUMP) | 4.7 | 5.2 | 1.2 | -2.8 | -4.4 | 1.5 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{2} \mathrm{~T}_{3}$-UMP - $\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP) | -6.7 | -5.2 | -13.9 | -11.4 | -14.4 | -2.7 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha^{2} \mathrm{~T}_{3}$-TMP - $\alpha^{-}{ }^{2} \mathrm{~T}_{3}$-dUMP) | -35.9 | -37.3 | -35.8 | 8.8 | 10.4 | 2.7 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha^{-2} \mathrm{~T}_{3}$-TMP - $\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-dUMP $)$ | -47.3 | -47.7 | -50.9 | 0.2 | 0.4 | -1.5 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha-{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -30.2 | -31.0 | -34.0 | -2.8 | -4.4 | 1.5 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP) | -41.6 | -41.4 | -49.1 | -11.4 | -14.4 | -2.7 |
| $\Delta X\left(\alpha^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha^{2} \mathrm{~T}_{3}$-TMP - $\alpha^{2}{ }^{2} \mathrm{~T}_{3}$-dUMP) | -3.4 | -5.3 | 4.0 | 20.9 | 25.7 | 3.5 |
| $\Delta X\left(\alpha_{-}{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha^{2}{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha^{-3} \mathrm{~T}_{2}$-dUMP) | -14.8 | -15.7 | -11.1 | 12.3 | 15.7 | -0.7 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{-} \mathrm{T}_{3}$-dUMP $)$ | 2.3 | 1.0 | 5.8 | 9.3 | 10.9 | 2.3 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha^{-3} \mathrm{~T}_{2}$-TMP - $\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-dUMP) | -9.1 | -9.4 | -9.3 | 0.7 | 0.9 | -1.9 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -38.3 | -41.5 | -31.2 | 20.9 | 25.7 | 3.5 |
| $\Delta X\left(\alpha^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{3} \mathrm{~T}_{2}$-UMP - $\alpha^{2}{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha^{3}{ }^{3} \mathrm{~T}_{2}$-dUMP) | -49.7 | -51.9 | -46.3 | 12.3 | 15.7 | -0.7 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{3} \mathrm{~T}_{2}$-UMP - $\alpha^{3} \mathrm{~T}_{2}$-TMP - $\alpha^{2}{ }^{2} \mathrm{~T}_{3}$-dUMP) | -32.6 | -35.2 | -29.4 | 9.3 | 10.9 | 2.3 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha-{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP) | -44.0 | -45.6 | -44.5 | 0.7 | 0.9 | -1.9 |


| Compared systems ${ }^{(1)}$ | vac. ${ }^{(2)}$ |  |  | solv. ${ }^{(3)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta$ - ${ }^{2} \mathrm{~T}_{3}$-dUMP) | 1.4 | 1.6 | 1.5 | -3.2 | -4.5 | 2.7 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta$ - ${ }^{3} \mathrm{~T}_{2}$-dUMP) | -7.4 | -7.0 | -8.1 | -3.0 | -3.4 | -1.7 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta$ - ${ }^{2} \mathrm{~T}_{3}$-dUMP) | 23.6 | 24.0 | 24.3 | 14.4 | 15.2 | 13.7 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta$ - ${ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 14.8 | 15.3 | 14.7 | 14.7 | 16.4 | 9.4 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta$ - ${ }^{2} \mathrm{~T}_{3}$-TMP - $\beta$ - ${ }^{2} \mathrm{~T}_{3}$-dUMP) | 5.4 | 6.1 | 1.8 | -4.7 | -6.4 | 2.4 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta$ - ${ }^{2} \mathrm{~T}_{3}$-TMP - $\beta$ - ${ }^{3} \mathrm{~T}_{2}$-dUMP) | -3.4 | -2.5 | -7.8 | -4.5 | -5.2 | -2.0 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta$ - ${ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 27.6 | 28.5 | 24.5 | 12.9 | 13.4 | 13.4 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 18.8 | 19.9 | 15.0 | 13.2 | 14.5 | 9.0 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta$ - ${ }^{2} \mathrm{~T}_{3}$-dUMP) | -10.9 | -10.8 | -12.3 | -1.1 | -3.0 | 7.6 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}-\mathrm{UMP}-\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $-{ }^{-} \mathrm{T}_{2}$-dUMP) | -19.7 | -19.4 | -21.9 | -0.8 | -1.9 | 3.3 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta$ - ${ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 11.3 | 11.6 | 10.4 | 16.6 | 16.8 | 18.7 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{-} \mathrm{T}_{2}$-dUMP) | 2.5 | 3.0 | 0.9 | 16.8 | 17.9 | 14.3 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta^{2} \mathrm{~T}_{3}$-TMP - $-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -6.9 | -6.3 | -12.1 | -2.6 | -4.8 | 7.3 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta$ - ${ }^{2} \mathrm{~T}_{3}$-TMP - $\beta$ - ${ }^{3} \mathrm{~T}_{2}$-dUMP) | -15.6 | -14.9 | -21.6 | -2.3 | -3.7 | 2.9 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 15.3 | 16.1 | 10.7 | 15.1 | 14.9 | 18.3 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta$ - ${ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 6.5 | 7.5 | 1.2 | 15.3 | 16.1 | 14.0 |
|  | pyranoses |  |  |  |  |  |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha_{-}{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha_{-}{ }^{1} \mathrm{C}_{4}$-TMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | -1.3 | -1.4 | -1.1 | -0.8 | -0.8 | -1.3 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}$-UMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-TMP $-\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP $)$ | -66.1 | -67.2 | -63.7 | -46.9 | -48.4 | -42.4 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP $-\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | -8.8 | -9.2 | -6.7 | -46.9 | -47.3 | -45.9 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP $-\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -73.5 | -75.0 | -69.3 | -93.1 | -95.0 | -87.0 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-^{4} \mathrm{C}_{1}-\mathrm{UMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-TMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 63.3 | 64.3 | 61.3 | 43.9 | 44.1 | 43.4 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-^{4} \mathrm{C}_{1}-$ UMP $-\alpha-{ }^{1} \mathrm{C}_{4}$-TMP $-\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP $)$ | -1.4 | -1.5 | -1.3 | -2.3 | -3.6 | 2.3 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha{ }^{-} \mathrm{C}_{1}-$ UMP - $\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 55.8 | 56.6 | 55.7 | -2.3 | -2.5 | -1.2 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-$ UMP $-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP $-\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -8.9 | -9.3 | -6.9 | -48.5 | -50.1 | -42.3 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-TMP $-\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP $)$ | 7.4 | 7.7 | 5.7 | 43.5 | 43.4 | 43.3 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -57.3 | -58.1 | -56.9 | -2.7 | -4.2 | 2.2 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP $-\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP $)$ | 0.0 | -0.1 | 0.1 | -2.7 | -3.1 | -1.2 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-$ UMP $-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -64.8 | -65.9 | -62.5 | -48.9 | -50.8 | -42.3 |


| Compared systems ${ }^{(1)}$ | vac. ${ }^{(2)}$ |  |  | solv. ${ }^{(3)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dTMP}+\alpha-{ }^{4} \mathrm{C}_{1}-\right.$ UMP $-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\alpha-{ }^{-1} \mathrm{C}_{4}$-dUMP $)$ | 72.1 | 73.4 | 68.1 | 88.1 | 88.3 | 88.1 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}$-UMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-TMP - $\alpha-{ }^{-} \mathrm{C}_{1}$-dUMP $)$ | 7.3 | 7.6 | 5.5 | 41.9 | 40.6 | 47.0 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dTMP}+\alpha-{ }^{4} \mathrm{C}_{1}\right.$-UMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-TMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP $)$ | 64.6 | 65.6 | 62.5 | 41.9 | 41.7 | 43.5 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{UMp}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{TMp}-\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -0.1 | -0.2 | -0.1 | -4.3 | -5.9 | 2.4 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta-{ }^{1} \mathrm{C}_{4}$-TMP - $\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -8.7 | -9.0 | -7.7 | 6.7 | 2.8 | 15.8 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{TMp}-\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 21.6 | 21.1 | 23.3 | 6.6 | 7.6 | 4.1 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | 18.0 | 18.0 | 18.5 | 19.9 | 15.7 | 29.5 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 48.3 | 48.2 | 49.5 | -13.8 | -9.4 | -24.3 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{1} \mathrm{C}_{4}$-TMP - $\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -29.9 | -29.8 | -30.5 | -0.5 | -1.3 | 1.0 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{1} \mathrm{C}_{4}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 0.4 | 0.4 | 0.5 | -0.6 | 3.5 | -10.7 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -3.2 | -2.7 | -4.3 | 12.7 | 11.6 | 14.7 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}$-UMP - $\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 27.2 | 27.4 | 26.7 | -16.4 | -14.7 | -20.5 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -41.3 | -41.7 | -38.5 | -3.1 | -6.6 | 4.8 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta-{ }^{1} \mathrm{C}_{4}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | -11.0 | -11.6 | -7.5 | -3.2 | -1.8 | -6.9 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP $-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -14.6 | -14.7 | -12.3 | 10.1 | 6.3 | 18.4 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 15.8 | 15.4 | 18.7 | -23.6 | -18.7 | -35.3 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-$ UMP $-\beta-{ }^{1} \mathrm{C}_{4}$-TMP $-\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -62.4 | -62.5 | -61.3 | -10.3 | -10.6 | -10.0 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\beta-{ }^{4} \mathrm{C}_{1}$-dUMP $)$ | -32.1 | -32.4 | -30.3 | -10.4 | -5.9 | -21.7 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -35.7 | -35.5 | -35.1 | 2.9 | 2.3 | 3.6 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\beta-{ }^{4} \mathrm{C}_{1}$-dUMP $)$ | -5.4 | -5.3 | -4.1 | 6.7 | 2.8 | 15.8 |
|  | alternative pathway (c+d) |  |  |  |  |  |
|  | $\mathrm{HPO}_{3}{ }^{-}$ |  |  |  |  |  |
|  |  |  |  |  |  |  |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{-} \mathrm{T}_{3}-\mathrm{UMP}-\alpha_{-2}{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP $)$ | 0.7 | -0.4 | 3.9 | -15.7 | -17.3 | -9.4 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{-} \mathrm{T}_{3}-$ UMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP $)$ | 5.9 | 5.7 | 5.7 | -20.6 | -20.8 | -17.2 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{-} \mathrm{T}_{3}$-UMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 10.9 | 11.4 | 7.5 | -22.8 | -25.9 | -12.7 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{2} \mathrm{~T}_{3}$-UMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha$ - ${ }^{3} \mathrm{~T}_{2}$-dUMP) | 16.1 | 17.5 | 9.2 | -27.7 | -29.4 | -20.5 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{-} \mathrm{T}_{2}$-UMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -4.1 | -6.3 | 2.5 | 5.6 | 4.1 | 9.1 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha{ }^{-} \mathrm{T}_{2}$-UMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 1.1 | -0.1 | 4.2 | 0.7 | 0.6 | 1.3 |


| Compared systems ${ }^{(1)}$ | vac. ${ }^{(2)}$ |  |  | solv. ${ }^{(3)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha_{-}{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 6.1 | 5.5 | 6.1 | -1.5 | -4.5 | 5.8 |
| $\Delta X\left(\alpha-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\alpha-{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 11.3 | 11.7 | 7.8 | -6.4 | -8.0 | -2.0 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -10.7 | -12.3 | -4.0 | -8.4 | -8.4 | -7.5 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha{ }^{2} \mathrm{~T}_{3}$-UMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-dUMP) | -5.5 | -6.2 | -2.3 | -13.3 | -11.9 | -15.3 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -0.5 | -0.5 | -0.4 | -15.5 | -17.0 | -10.9 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{2} \mathrm{~T}_{3}$-UMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{-} \mathrm{T}_{2}$-dUMP) | 4.7 | 5.7 | 1.3 | -20.4 | -20.5 | -18.7 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{3} \mathrm{~T}_{2}$-UMP - $\alpha^{-} \mathrm{T}_{3}$-TMP - $\alpha^{-}{ }^{2} \mathrm{~T}_{3}$-dUMP) | -15.5 | -18.2 | -5.4 | 12.9 | 13.1 | 11.0 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{3} \mathrm{~T}_{2}$-UMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-TMP - $\alpha-{ }^{-} \mathrm{T}_{2}$-dUMP) | -10.3 | -12.0 | -3.7 | 8.0 | 9.6 | 3.2 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha-{ }^{3} \mathrm{~T}_{2}$-UMP - $\alpha-{ }^{3} \mathrm{~T}_{2}$-TMP - $\alpha-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -5.3 | -6.3 | -1.8 | 5.7 | 4.5 | 7.7 |
| $\Delta X\left(\alpha-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\alpha^{-3} \mathrm{~T}_{2}$-UMP - $\alpha^{-3} \mathrm{~T}_{2}$-TMP - $\alpha^{-3} \mathrm{~T}_{2}$-dUMP) | -0.1 | -0.2 | -0.1 | 0.8 | 1.0 | -0.1 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 20.7 | 19.8 | 24.6 | 9.3 | 9.0 | 8.5 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 51.0 | 51.1 | 59.2 | 1.6 | 1.3 | 2.3 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 20.5 | 20.5 | 24.8 | 5.8 | 3.9 | 12.7 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 50.8 | 51.8 | 59.3 | -1.8 | -3.9 | 6.5 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -18.3 | -20.4 | -14.3 | 4.1 | 5.1 | 0.5 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 12.0 | 10.9 | 20.3 | -3.5 | -2.7 | -5.7 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta^{2}{ }^{2} \mathrm{~T}_{3}$-dUMP) | -18.5 | -19.7 | -14.2 | 0.7 | -0.1 | 4.7 |
| $\Delta X\left(\beta-{ }^{2} \mathrm{~T}_{3}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 11.8 | 11.6 | 20.4 | -7.0 | -7.8 | -1.6 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 4.1 | 3.9 | 5.5 | 12.0 | 13.5 | 5.0 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | 34.4 | 35.2 | 40.0 | 4.4 | 5.8 | -1.3 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | 3.9 | 4.5 | 5.6 | 8.5 | 8.3 | 9.1 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta^{2} \mathrm{~T}_{3}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta^{3}{ }^{3} \mathrm{~T}_{2}$-dUMP) | 34.2 | 35.9 | 40.2 | 0.9 | 0.6 | 2.9 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-TMP - $\beta-{ }^{2} \mathrm{~T}_{3}$-dUMP) | -34.8 | -36.3 | -33.5 | 6.9 | 9.5 | -3.1 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta^{3}{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta^{2} \mathrm{~T}_{3}$-TMP - $\beta^{3}{ }^{3} \mathrm{~T}_{2}$-dUMP) | -4.5 | -5.0 | 1.1 | -0.8 | 1.8 | -9.3 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\left.\beta^{2}{ }^{2} \mathrm{~T}_{3}-\mathrm{dUMp}\right)$ | -35.0 | -35.6 | -33.3 | 3.4 | 4.4 | 1.1 |
| $\Delta X\left(\beta-{ }^{3} \mathrm{~T}_{2}\right.$-dTMP $+\beta-{ }^{3} \mathrm{~T}_{2}$-UMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-TMP - $\beta-{ }^{3} \mathrm{~T}_{2}$-dUMP) | -4.7 | -4.3 | 1.2 | -4.2 | -3.3 | -5.1 |
|  |  |  | pyr | oses |  |  |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dTMP}+\alpha^{-1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha_{-1} \mathrm{C}_{4}-\mathrm{TMP}-\alpha^{-1} \mathrm{C}_{4}\right.$-dUMP $)$ | -0.8 | -0.9 | -0.8 | -0.2 | -0.3 | 0.7 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dTMP}+\alpha-{ }^{1} \mathrm{C}_{4}\right.$-UMP - $\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP $)$ | -20.5 | -22.4 | -15.3 | -7.0 | -8.9 | -3.0 |


| Compared systems ${ }^{(1)}$ | vac. ${ }^{(2)}$ |  |  | solv. ${ }^{(3)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dTMP}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dUMP $)$ | -7.6 | -7.0 | -11.9 | -26.4 | -27.1 | -25.5 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{dTMP}+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}\right.$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -27.4 | -28.5 | -26.4 | -33.1 | -35.7 | -29.2 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-TMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 18.7 | 20.4 | 13.6 | 6.1 | 7.7 | 3.8 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-$ UMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -1.1 | -1.1 | -0.9 | -0.7 | -0.8 | 0.2 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 11.9 | 14.3 | 2.5 | -20.0 | -19.1 | -22.4 |
| $\Delta X\left(\alpha-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-$ UMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -7.9 | -7.2 | -12.1 | -26.8 | -27.6 | -26.1 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMp}-\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 7.0 | 6.2 | 11.5 | 26.7 | 27.4 | 25.8 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}$-UMP - $\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -12.8 | -15.3 | -3.0 | 19.9 | 18.9 | 22.1 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 0.2 | 0.1 | 0.4 | 0.5 | 0.6 | -0.4 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{1} \mathrm{C}_{4}$-UMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -19.6 | -21.4 | -14.2 | -6.3 | -7.9 | -4.1 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-$ UMP - $\alpha-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 26.5 | 27.5 | 25.9 | 33.0 | 35.5 | 28.9 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\alpha-{ }^{1} \mathrm{C}_{4}$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | 6.7 | 6.0 | 11.3 | 26.2 | 27.0 | 25.3 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}$-TMP - $\alpha-{ }^{1} \mathrm{C}_{4}$-dUMP) | 19.7 | 21.4 | 14.8 | 6.8 | 8.7 | 2.7 |
| $\Delta X\left(\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{dTMP}+\alpha-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\alpha-{ }^{4} \mathrm{C}_{1}\right.$-TMP - $\alpha-{ }^{4} \mathrm{C}_{1}$-dUMP) | -0.1 | -0.1 | 0.2 | 0.0 | 0.2 | -1.0 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta$ - ${ }^{1} \mathrm{C}_{4}$-UMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-TMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-dUMP) | 0.5 | 0.5 | 0.5 | -0.3 | 0.0 | -2.5 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta$ - ${ }^{1} \mathrm{C}_{4}$-UMP $-\beta-{ }^{1} \mathrm{C}_{4}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 29.5 | 28.5 | 32.9 | 25.5 | 24.9 | 26.4 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}$-TMP $-\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | 20.9 | 20.9 | 19.4 | 12.9 | 12.9 | 11.2 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 49.9 | 48.9 | 51.8 | 38.8 | 37.7 | 40.0 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\beta-{ }^{1} \mathrm{C}_{4}$-dUMP) | -28.5 | -27.5 | -32.0 | -25.5 | -24.4 | -29.9 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}$-UMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 0.5 | 0.5 | 0.4 | 0.4 | 0.4 | -1.0 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-dUMP) | -8.1 | -7.0 | -13.1 | -12.3 | -11.5 | -16.3 |
| $\Delta X\left(\beta-{ }^{1} \mathrm{C}_{4}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 20.9 | 21.0 | 19.3 | 13.6 | 13.3 | 12.6 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-TMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-dUMP) | -20.5 | -20.5 | -18.7 | -13.7 | -13.2 | -15.3 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{TMP}-\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | 8.6 | 7.5 | 13.7 | 12.1 | 11.7 | 13.5 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}$-UMP - $\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-dUMP) | 0.0 | 0.0 | 0.2 | -0.5 | -0.3 | -1.7 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{1} \mathrm{C}_{4}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\beta-{ }^{4} \mathrm{C}_{1}$-dUMP $)$ | 29.0 | 28.0 | 32.6 | 25.4 | 24.6 | 27.2 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta$ - ${ }^{1} \mathrm{C}_{4}$-TMP - $\beta$ - ${ }^{1} \mathrm{C}_{4}$-dUMP) | -49.4 | -48.4 | -51.2 | -38.9 | -37.6 | -42.8 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{1} \mathrm{C}_{4}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP) | -20.4 | -20.4 | -18.8 | -13.0 | -12.7 | -13.9 |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{dTMP}+\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{UMP}-\beta-{ }^{4} \mathrm{C}_{1}-\mathrm{TMP}-\beta-{ }^{1} \mathrm{C}_{4}\right.$-dUMP) | -29.0 | -28.0 | -32.3 | -25.7 | -24.7 | -29.1 |


| Compared systems ${ }^{(1)}$ | $\text { vac. }{ }^{(2)}$ |  |  | $\text { solv. }{ }^{(3)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E$ | $\Delta E_{\text {(ZPE) }}$ | $\Delta G^{\circ}$ | $\Delta E$ | $\Delta E_{(\text {ZPE })}$ | $\Delta G^{\circ}$ |
| $\Delta X\left(\beta-{ }^{4} \mathrm{C}_{1}\right.$-dTMP $+\beta-{ }^{4} \mathrm{C}_{1}$-UMP - $\beta-{ }^{4} \mathrm{C}_{1}$-TMP - $\beta-{ }^{4} \mathrm{C}_{1}$-dUMP $)$ | 0.0 | 0.0 | 0.1 | 0.2 | 0.2 | -0.3 |

${ }^{(1)} \Delta X=\Delta E, \Delta E_{\text {(TPE) }}, \Delta G^{\circ} .{ }^{(2)} \Delta X$ at B3LYP/6-311++G $(d, p)$ in vacuum. ${ }^{(3)} \Delta X$ at B3LYP/6-311++G $(d, p)$ in aqueous medium using the IEFPCM implicit solvation model.

## Chapter 5

## What can we say about the "Value of Information" in Biophysics? ${ }^{10}$

"...the genetic code is not a book nor a part of it; rather it is a translation dictionary between two different worlds (languages), i.e. the world of nucleic acids and the world of proteins..."

Cartwright et. al., 2016 [1]

This chapter reproduces the content of a scientific paper [2] that is part of a bigger manuscript submitted to Physica Scripta in 2023 [3] The original paper has been modified accordingly to adapt to the research topic of this PhD thesis.


#### Abstract

Herein follows a flavour of a few seemingly fertile ideas from a voluminous literature of potential import in the development of biophysics. We demonstrate how some aspects of a theory developed by engineers to address problems in communication engineering are transferable to the realm of biology. Might the specific problems of biology return the favour one day, suggesting an extension of the classical theory of communication.


### 5.1 Early hints for a central role of "information" in biology

Modern biology and biochemistry textbooks abound with phrases like genetic code, genetic message, genetic information, replication, transcription, and translation reflecting biology's celebrated central dogma [4], that genetic information is passed unidirectionally from DNA to RNA to protein. A mutation is a change in the genetic information or an error in the copying of this

[^3]information, either spontaneously or as a result of interaction with radiation, mutagens, or viruses. These information-theoretic sounding phrases can be traced-back to Erwin Schrödinger's influential monograph What is Life? [5] in a section titled The Hereditary Code-Script (Chromosomes).

In 1928, Frederick Griffith discovered that dead pneumococci carry a substance he termed a transforming principle that is able to transmit heritable virulence in non-virulent strains of the live bacteria. Ironically, Schrödinger's book [5] appeared in the same year (1944) as the definitive paper by Oswald Avery, Colin MacLeod, and Maclyn McCarty establishing DNA as the transforming principle and, hence, that DNA is the physical carrier of the genes [6]. Remarkably, however, the book predates by almost a decade the first reports of the discovery of the double helical structure of the DNA polymer by James Watson and Francis Crick [7], and - simultaneously - by Rosalind Franklin, Raymond Gosling [8] (and Maurice Wilkins) - the discovery that suggested an actual implementation of a code-like mode of operation for DNA [9, 10, 11]. Just a year later, the direct correspondence between the DNA language and its protein translation was proposed by the Russian physicist George Gamow [12] (although the details of how this is achieved are now known to be different that Gamow's lock-and-key proposition).

Schrödinger concludes this section by describing chromosomes with the words: "[t]hey are law-code and executive power or, to use another simile, they are architect's plan and builder's craft in one" [5]. The brilliant experiments of Leonard Adleman in the 1990's showed how DNA can be programmed into actual software to solve the traveling salesman problem numerically in the testtube [13].

Today, following a terminology that appears to have been coined by Michael Polanyi, the distinguished physical chemist and philosopher, DNA is often referred to as the blueprint of life. [14] But a blueprint is essentially condensed information with the potential to give rise to a physical object if executed. It need not even be complete since the code's implementation interacts with the environment in producing the resulting individual, as captured by the popular phrase "Nature and nurture".

### 5.2 The quantity of information stored in nucleic acids and proteins: syntax

Coincidentally, the end of the 1940s also saw the birth of Claude Shannon's (classical) "Information Theory" [15, 16], a theory originally conceived in an engineering context to optimize the transmission of information through electrical wires. It did not take long for scientists to realize the relevance of this nascent theory to the realm of biology [17, 18, 19, 20, 21, 22, 23].

The intellectual atmosphere that catalyzed this appropriation was, perhaps, epitomized by the position of Michael Polanyi, who has argued strongly against a reductionist approach to biology. Polanyi was simply not convinced of the possibility, even in principle, of reducing biology to chemistry and then to physics (classical electromagnetic theory and quantum mechanics), where each level represents a "more fundamental" underlying level of description [14, 24]. For Polanyi, a living system is analogous to a "machine" in many respects, i.e., to a "mechanism" that operates in full compliance with the laws of physics and chemistry but within "boundary conditions" that are in themselves not reducible to such laws (despite not violating them) [24].

After arguing that a watch, for example, is more than just the atoms that compose it since its design as a functioning time measuring device is not a consequence of the laws of physics, Polanyi transits to biology by the following revealing statement [24]:
"Now, from machines let us pass on to books and other means of communication. Nothing is said about the content of a book by its physical-chemical topography. All objects conveying information are irreducible to the terms of physics and chemistry."

Clearly a theory of biology should somehow incorporate aspects of Information Theory since important aspects of its essence are simply boundary conditions that cannot be reduced to the laws of physics and chemistry. Biopolymers such as DNA, RNA, or proteins are a case in point. The sequence of the monomers composing those polymers is "dictated" over millions of years of evolution by unknown environmental factors and is now a "given", intrinsic to the individual from the start of its existence. The elevated temperatures at which biological systems operate will
quickly destroy any quantum coherence of entangled quantum states [25] leaving classical information theory [15] as the appropriate framework within which to study biological information. Before proceeding further, a clarification is needed. While chemical composition is irrelevant for the intended operation of a watch, in the case of the DNA, chemical structure is indispensable for its function (otherwise, for instance, how could DNA be a good substrate for the DNA polymerase or transcriptase?). The watch-DNA analogy is only meant to underscore that the information carried by the genetic material is independent of the underlying substrate and the actual physical mechanisms are independent of the chemical composition.

Influenced by Polanyi's philosophy, Lila Gatlin wrote her classic monograph "Information Theory and the Living System" [18]. The physical transmission of information from a source (e.g. DNA) to a recipient (e.g. the ribosome and eventually a protein, via mRNA) is accompanied by "noise" which may result in loss or destruction of some information, that is, an increase in the entropy of the message. A machine such as a living cell can minimize noise by ensuring that the message to be transmitted has excess information, with effective repetition providing redundancy. Chargaff's rules [26] predating the discovery of the double helix, stipulate that the composition of DNA must have equimolar amounts of the complementary bases, so $[\mathrm{A}]=[\mathrm{T}]$, and $[\mathrm{G}]=[\mathrm{C}]$, where A is adenine, T is thymine, G is guanine and, C is cytosine, and where the square brackets denote molar concentrations of a given base. (DNA would come to explain this through the Watson-Crick hydrogen-bonding complementarity rules, whereby A must bind to T and G to C .) However, there are no rules regulating the proportions of the AT pair with the CG pair. Thus, in real DNA, the composition is such that the concentration of AT and GC are generally different (i.e. [AT] does not equal [GC]), and the proportion ([AT]/[GC]) characterizes the specific organism.

For a language consisting of $N$ symbols, Shannon's average information content per symbol in the message is given by the well-known relation [15]:

$$
\begin{equation*}
H_{1}=-K \sum_{i=1}^{N} p_{i} \log _{2} p_{i} \tag{5.1}
\end{equation*}
$$

where if $K=1$ and is dimensionless, $H_{1}$ is in bits (the unit adopted here), and the subscript " 1 " denotes that this is the average information per symbol. In equation (5.1), if $K=k_{\mathrm{B}} \ln 2$ (where $k_{\mathrm{B}}$ is the Boltzman's constant) then $H_{1}$ is in units of entropy - which actually connects physical
entropy and information.
To maximize $H_{1}$ one has to equalize the probabilities of all the symbols $\left\{p_{i}\right\}$. The greater the departure from equiprobability, the smaller the information content of the message (to the extreme case where one symbol has a probability of 1 and all the rest zero probability, and no information is conveyed at all). In the English language, for example, the 26 letters appear with different frequencies, with "e" being the most common (probability $\sim 11 \%$ ) and " $q$ " the least probable $(0.2 \%)$ where normalized frequencies are considered probabilities. English, therefore, has a lower information content per symbol than an "ideal" language would have with all the letters being equiprobable ( $p=1 / 26$ ). For an organism with the unlikely equiprobability of the four nucleobases, i.e. with $[\mathrm{A}]=[\mathrm{T}]=[\mathrm{G}]=[\mathrm{C}]=25 \%$, as in E. coli, $H_{1}=-\log _{2} 0.25=2$ bits per symbol. This is the maximal information carrying capacity of a nucleic acid base.

The departure from equiprobability of base pairs means that the probabilities of each of the four individual bases in the genome differ from the ideal value of $1 / 4$. Gatlin defined the redundancy in the genetic message due to a departure from equiprobability as $[18,19]$ :

$$
\begin{equation*}
D_{1}=H_{1}^{\text {max }}-H_{1}^{\text {actual }} \tag{5.2}
\end{equation*}
$$

with the subscript " 1 " indicating this first "type" of redundancy.
Gatlin then defined a second type of redundancy, exhibited in the genome, the departure from independence. To illustrate what this means, let's return again to the structure of the English language where, for example, the letter " $q$ " is followed by "u" (e.g. equal, quality, or equiprobable) - thus the appearance of a given letter depends on the previous one. This is termed a first order Markov process (although higher orders of Markov processes exist, we limit ourselves to the first order for simplicity). Such a Markov process constitutes redundancy since it decreases the freedom of choice of symbols.

In the absence of this second type of redundancy, we have [18, 19]:

$$
\begin{equation*}
H_{n}^{\text {ind. }}=-\sum_{i=1}^{N} \sum_{j=1}^{N} \ldots \sum_{n=1}^{N} p_{i} p_{j} \ldots p_{n} \log _{2}\left(p_{i} p_{j} \ldots p_{n}\right)=n H_{1} \tag{5.3}
\end{equation*}
$$

implying that the total information content of the message is nothing but $n$ times the average information content per letter or symbol.

Generally, however, there will be departures from this independence. Limiting the discussion to a first order Markov source only (with a memory $m=1$ ), where the probability of a given letter in the message depends only on the letter immediately preceding it in the sequence, the departure from independence is given by $[18,19]$ :
$H_{n}^{\text {dep. }}=-\sum_{i=1}^{N} \sum_{j=1}^{N} \ldots \sum_{n=1}^{N} p_{i} p_{i j} \ldots p_{(n-1) n} \log _{2}\left(p_{i} p_{j} \ldots p_{(n-1) n}\right)$
where $p_{i j}$ is the probability of appearance of the $j^{\text {th }}$ letter given that the previous letter in the message is $i$.

With some manipulations, the difference of equations 5.2 and 5.3 gives $[18,19]$ :
$D_{2}=H_{2}^{\text {ind. }}-H_{2}^{\text {dep. }}=H_{1}-H_{\text {Markov }}$
where:
$H_{\text {Markov }}=-\sum_{i=1}^{N} \sum_{j=1}^{N} p_{i} p_{i j} \log _{2}\left(p_{i j}\right)$

The total redundancy in a DNA sequence (due to two types of redundancies) is defined by:
$R \equiv \frac{D_{1}+D_{2}}{\log _{2}(1 / 4)}=1-\frac{H_{1}^{\text {actual }}}{H_{1}^{\text {ideal }}}$
where "actual" refers to the characteristic redundancy of the chosen language and ideal refers to a language using the same letters but with all letters equiprobable and independent.

Redundancy measures the constraints imposed by the structure of the language that are designed to reduce transmission of errors in a message expressed in that language. It is conceivable that one of the measures of evolutionary "fitness" is how well an organism has maximized $R$ while keeping the genetic language sufficiently flexible to code for its enormously complex structure. Since there is an inverse correlation between the redundancy and the number of potential messages expressible in a given number of symbols, a compromise must be struck.

Gatlin noted that at different steps in the evolutionary ladder organisms achieve this (constrained) maximization of redundancy by different means. The higher the organism is in the evolutionary tree, the more it achieves a higher $R$ by keeping $D_{1}$ relatively constant while maximizing $D_{2}$. The converse is true for lower organisms which maximize their redundancy mainly by maximizing $D_{1}$. An enormous body of literature took these ideas as its point of departure in the final decades of the last century to classify organisms, quantify differences between sequences, compare coding and non-coding regions of DNA and compare homologous sequences from different organisms [27, 20]. All these ideas that apply for nucleic acid also apply for proteins, but with an alphabet comprised of 20 amino acids, which if they were equiprobable and independent would transmit a maximum of $\log _{2} 20=4.322$ bits per amino acid.

Exciting as it may be, the application of Shannon ideas to nucleic acids and proteins is limited in a significant and fundamental way - information content is a measure of entropy, no more.

### 5.3 The value of information stored in nucleic acids and proteins: semantics

Mikhail Volkenstein stressed the limitations of information content/entropy, emphasizing instead how one must consider the value of information in biology, too (in contrast to only the quantity of information) [28, 29, 30, 31]. Shannon's theory quantifies the amount of information (number of bits) in a message, but says nothing about the importance of this information. Volkenstein quotes [the eminent Soviet evolutionary biologist] Ivan Schmalhausen's pertinent remark that:
"the current information theory has no techniques available to it for evaluating the quality of information, although this factor is often of decisive importance in biology. When an organism receives information from the environment, first of all it evaluates this information from the standpoint of its quality..."
as "irrefutable" [32]. This statement remains essentially true today, and it is a task for the future to construct a theory of the value of biological information starting, perhaps, from where Volkenstein left off (vide infra).

Volkenstein realized that the effect on a recipient receiving information is a measure of the value of the information. He exemplified this with a "fair traffic light", meaning one that is red and green for equal amounts of time. The emission of one bit of colour information would cause considerably greater traffic to flow on a large avenue than on a small side street. Thus identical information in the Shannon sense can have dramatically different consequences depending on the receiving system [32].

Volkenstein relates the value of information to its irreplaceability, that is, non-redundancy. He argues further that the value of the information increases gradually in the course of evolution. He gives the following intriguing definition of the (dimensionless) value of information as [30, 28]:
$V=\log _{2} \frac{P_{\text {final }}}{P_{\text {initial }}}$
where $P_{\text {final }}$ and $P_{\text {initial }}$ are the probabilities of producing a given effect or outcome before and after the receipt of information by the receiving system. (See [30] and references therein for the justification of choosing this definition). A reasonable "target" for an organism is to live as long as possible, while the "goal" of DNA is eventual protein synthesis.

New information is generated every time an individual of any given species is conceived through sexual reproduction by receiving half of its genetic material from its mother and half from its father. The act of sexual reproduction includes a series of random events that are not easily traceable to the laws of physics and chemistry, e.g. the decision of a particular male and female to
mate. The selection of a mate can be regarded as a Polanyi "boundary condition" [14, 24], untraceable to (but of course not violating) the laws of physics and chemistry (vide supra).

The form of equation 5.8 allows for positive or negative values of information. Imagine, for instance, that a professor, after spending an hour in class deriving an equation, discovers a mistake at the very beginning of the derivation and closes the lecture by informing the students that the entire derivation was wrong ${ }^{10}$. This last piece of information invalidates all information passed on during the class, and hence, has a negative value. Value can also be a function of time. Information about an impending attack by the enemy's army is valuable (actionable) intelligence before the attack but worthless once it has happened.

Further, repetition of the message before the attack has no value - it is totally redundant.
Let us examine how this idea of redundancy plays out in the eventual translation of a DNA message in a protein coding gene into the corresponding protein, assuming equiprobability of symbols for simplicity. First, in passing, we recast the trivial matter of there being three DNA letters per amino acid in terms of information theory. This minimal number of nucleotides per amino acid emerges from the ratio of the maximum information per letter of protein divided by the minimum information per letter of DNA, i.e., $4.322 / 2.000=2.161$ which, as there are no fractional nucleotides, necessitates three nucleotides per amino acid.

Now, for a protein-coding gene containing $n$ nucleotides, $H_{1}^{\mathrm{DNA}}=n * \log _{2} 4=2 n$ bits. When translated to a protein, this will correspond to $H_{1}^{\text {protein }}=n / 3 * \log _{2} 20=1.44 n$ bits, i.e. there is a compression of the information on passing from DNA $\rightarrow$ protein at even at the most basic level where all bases and amino acids are equiprobable. In other words, a redundancy of $1-1.44 / 2.00=$ 0.28 exists in the primary sequence of DNA gauged with respect to its protein translation, owing to the degeneracy of the genetic code. Hence there is an increase in the value of information at the protein level - under these idealized conditions - compared to the value in the DNA sequence.

On the other hand, non-redundant information is irreplaceable. Here is where the definition in equation 5.8 comes into play. Take for example a point mutation (i.e. a mutation that changes the nature of only one of the three symbols ( $x, y, z$ ) in a codon). If this mutation results in a significant change in the hydrophobicity/philicity of the coded amino acid (measured by free

[^4]energy of transfer from a polar to a non-polar medium or to the gas-phase) $[33,34,35]$ then this mutation is poised to have drastic effects on the protein's overall three-dimensional structure. The value of the information replaced by this mutation is, consequently, high.

The degeneracy of the genetic code is primarily in position z , in other words, 14 synonymous codons (codons coding for the same amino acid) usually differ in the third position, and hence the z-position is the least important (least valuable) position of a given codon. Meanwhile, the middle letter, $y$, determines whether the coded amino acid is hydrophobic or hydrophilic [33]: it is hydrophobic if this letter is pyrimidine ( C or U ) in the mRNA codon and hydrophilic if it is a purine ( G or A ). Furthermore, the middle letter is unique for a given amino acid (except for serine in which it could be either $G$ or $C$ ), hence a mutation in the y-position almost always changes the amino acid. Thus, this letter is the most valuable since it is likely to have the most drastic consequence on the ensuing protein structure. Nature has fine-tuned the code in such a manner that the probability of replacing a residue by one with different hydrophobicity is minimized [29].

Alternatively, one can define the value of amino acids as measured by their irreplaceability in homologous protein from different species (conserved residues are more valuable). Originally, Volkenstein relied on Dayhoff's matrices of amino acid replaceability in defining the value of a given amino acid, following Bachinsky, where the "Functional Similarity of Amino acid residues (FSA)" is defined as [29]:
$\mathrm{FSA}=\frac{2 N_{i j}}{N_{i}+N_{j}}$
where $N_{i j}$ is the number of times amino acid $i$ is replaced by amino acid $j$ within a set of homologous proteins, and where $N_{i j}$ are the abundance of the $i^{\text {th }}$ or $j^{\text {th }}$ amino acid in the given set, respectively. The resulting (non-symmetric) matrices are $21 \times 21$ in size ( 20 amino acids +a termination code). They are non-symmetric because the propensity to replace (mutate) amino acid $i$ by $j$ is not generally equal to the probability of replacing $j$ by $i$ in the course of evolution.

Using these matrices and definition in equation 5.9, Volkenstein then estimates the FSA for every possible single-point mutation of every codon of the 64 codons of the genetic code. A code $\mathrm{x}, \mathrm{y}, \mathrm{z}$ can have 9 single point mutants (since we have 4 bases, one of which is already used, so the
possible mutants are 3 per position $\times 3$ positions). If a single point mutation of a codon coincides with the same amino acid, a silent mutation, it is arbitrarily given an FSA $=100$. The nine FSAs for every codon are then averaged (and divided by a numerical constant to retain a convenient magnitude), yielding q , defined as a measure of the codon irreplaceability. The value $v$ of a residue is greater for smaller $q$. As an example, say the codon AAA (for lysine), yields $q=0.74$. The value of this codon is then $v=(q+1 / 2)^{-1}=0.81$. Proceeding in this manner for all 61 unique $x, y, z$ sense codons, the result is a genetic code table with a numerical value assigned for every coding codon [29].

If we now average the values of the $\left(x_{i}, y_{i}, z_{i}\right)$ degenerate codons (different codons coding for the same amino acid), we get the value of the coded amino acid in a protein. (See Table 9.3, p. 264, of Volume II of Ref. [29]). Accordingly, the most valuable (the most irreplaceable) amino acid is tryptophan $\left(v_{\operatorname{Trp}}=1.82\right)$ and the least valuable is alanine $\left(v_{\text {Ala }}=0.52\right)[29,36]$. Curiously, we note here in passing, that the partial molar volume as well as the quantum mechanically calculated molecular volume of the hydrogen-capped $\operatorname{Trp}$ side-chain happen to be the largest among all 20 amino acids, while that/those of Ala are the smallest [33, 34], a coincidence perhaps, but possibly worth exploring.

The average changes in the hydrophilicities of amino acids resulting from replacements of the type $\mathrm{x} \rightarrow \mathrm{x}$ ' and $\mathrm{y} \rightarrow \mathrm{y}$ ' indicate that the "least dangerous" mutation is of the type $\mathrm{A} \leftrightarrow \mathrm{G}$ [36]. While there is a wealth of fascinating findings that we skip in this brief essay, one that stands out is that evolutionarily older proteins such as cytochrome c , unlike much more recent ones such as hemoglobin, tend to have a higher value in species that are higher in the taxonomical tree, with humans at the very top [29].

### 5.5 Closing remarks

Cannarozzi et al. [37] re-evaluated some of the measures of irreplaceability described above using the much larger and more recent database of Jiménez-Montaño and He [38]. In doing so, Cannarozzi et al. [37] obtained an agreement of $\sim 87 \%$ in the calculated values proposed by Volkenstein who used a smaller and older database [29]. Thus it appears that Volkenstein's core ideas are essentially correct even on quantitative grounds. But the field would benefit from a revisit
using the most up-to-date and extensive data and from the formulation of a full and consistent Theory of the Value of Biological Information, a theory that can serve both biophysics and communication engineering.

Today, in 2023, our knowledge has soared to unprecedented heights. That the entire human genome has been sequenced [39] is already considered history, not to mention the sequencing of the full genomes of dozens of other species. Bioinformatics is a mature field [40, 41]. UniProt [42, 43] annotates more than 20,000 proteins and their properties and locations of their coding genes. It is well established that only $2 \%$ of the genome consists of protein coding sequences while the rest of the genome does not code for any protein (non-coding DNA, or ncDNA). Non-coding DNA represents the bulk of nuclear DNA ( $98 \%$ ), and its functions in living cells - if any - remain essentially an open problem. What would be the effect of mutation on these ncDNA sequences and what is their role in the first place? Are there information theoretic differences between coding and non-coding DNA? Can information theory shed light on the function of repetitive DNA segments (half of the human genome) such as tandem repeats of trinucleotides and their roles in genetic diseases such as Huntington's disease [44]? Are there information theoretic differences between nuclear and mitochondrial DNA? What is the effect of ncRNA on the translation step and its kinetics (and hence on protein folding) and what less obvious questions remain to be considered?

Irreplaceable (high value) amino acids must be crucial for the function of the protein and, hence, obvious targets for drug design and for manipulations by site directed mutagenesis and/or in vitro directed evolution and for understanding genetic disorders and viral and bacterial development of resistance (see [200] and references therein). It is entirely possible that equation 5.9 is an over-simplification, which invites further investigation into the meaning of the value of information. Might this ultimately lead to new physical theory, or perhaps even a sub-branch of the mathematics of communication?

But the role of information theory in biology does not stop at analyzing sequences. Information itself is physical, as Landauer taught us long ago [45], and to erase it you need to expend energy. The energy to erase one bit is small $\left(k_{\mathrm{B}} T \log 2\right)$, but if this erasure is repeated by a molecular machine at a high turnover rate, the informational cost starts to be consequential. The old paradox of the extreme inefficiency of the kidney compared to any other bodily organ can only be resolved by accounting for the information theoretic cost of recognizing ions e.g. $\mathrm{Na}+$ to be
selected and sorted for excretion by the kidney [23,22,21]. These ideas also place a limit on the thermodynamic efficiency of a molecular machine like ATP synthase/ATPase which acts as a sorting machine - picking protons for transport parallel or antiparallel to a pH gradient, respectively, across mitochondrial inner membranes or bacterial membranes [46, 47, 48, 49].

Interesting problems that do not appear to have been explored (at least extensively) in the literature include the reformulation of the following type of engineering problems into a biological context: Packet loss (i.e. the failure of a message to reach its intended destination); bit rate (the rate of information transmission); transmission delays (the time needed for a signal to flow in its entirety through a communication channel).

Translational pausing during translation regulates the rate of information flow through the mRNA-ribosome informational system apparently to allow the nascent protein sufficient time to fold properly. How is the pausing coded in the mRNA message? It is tempting to think of the information coded in the mRNA as having a dimension greater than one where the extra dimension regulates the rate of translation.

Another issue concerns the exploration of other definitions of classical information such as the Fisher information [50], originally proposed in 1922 (before Shannon's definition). Shannon's information is a "global" measure since it involves a summation (and in the limit, an integration) over the entire message. In contrast, Fisher information involves an integration over the gradient of the probability distribution function, and hence is sensitive to and magnifies local variations in the probability distribution function [50]. Can Fisher information play a role in pinpointing hotspots in biological messages?

In closing, we draw the attention of the reader to a 1991 commentary by John Maddox "Is Darwinism a thermodynamic necessity?" on the then recent paper by J.-L. Torres in which the former proposes a thermodynamic formulation of the ill-defined concept of Darwinian "fitness" [51]. The purpose of the highlighted paper is to translate Darwinian's "fitness" into quantitative deviations from a set of ideal thermodynamics parameters characterizing a living system. Torres has succeeded, at least in principle, in lifting the circularity of the "survival of the survivors (fittest)" [51]. Could the " value" of a nucleic acid or a protein be an alternative, or perhaps an additional or complementary, dimension to measure the fitness of a species from an evolutionary standpoint?
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## Chapter 6

## Knowledge transfer plan

"DNA is like a computer program but far, far more advanced than any software ever created"
Bill Gates et al, in: "The Road Ahead" [1]

### 6.1 Applications of nucleotide and nucleoside analogs

Quantum (bio) chemistry, molecular modeling, and bioinformatics of the thermodynamic properties of canonical and non-canonical nucleotides can be used to design new genetic drugs in the prevention and the diagnosis of degenerative diseases $[2,3,4,5,6,7,8]$.

Nucleosides(tides) (Ns(t)s) ANAlogs (Ns(t)ANA) that are building blocks of Xeno-Nucleic Acids (XNA) \{usually contains a phosphate group, a canonical nucleobase and a TC different from 2 dRibf or Ribf $\}$ have a large array of applications in the pharmaceutical industry as therapeutic drugs. For instance, $\mathrm{Ns}(\mathrm{t})$ ANA can be used as antivirals against HIV, hepatitis B and C , cytomegalovirus, varicella-zoster, ebolavirus and more recently against SARS-Cov2 [9, 10]. Their antiviral activity is possible since they can be incorporated to the virus DNA as a mutation that is not recognized by the DNA polymerase enzyme inhibiting the replication of the virus. This phenomenon is known as "lethal mutagenesis" [9]. Additionally, Ns(t)ANA and short single or double stranded polynucleotides with lengths from 13-30 units have been used as antibacterial, \{e.g., derivatives from immunicillins\} [11], antitumor [9] and anticancer drugs [12, 13].

Until the date a handful of $\mathrm{Ns}(\mathrm{t}) \mathrm{ANA}$ have been reported in the literature for their therapeutic properties. By 2021 Yamada reported that by October, 2021 around 15 oligonucleotides were approved by the United States Food and Drug Administration (FDA) and around 15 were in clinical trial phase 3 [13]. Until the date, the author of this dissertation has identified around 30 NsANA from the literature as antiviral drugs and around 4 as antibacterial [9, 13, 11, 14].

Synthetic $\mathrm{Ns}(\mathrm{t})$ ANA have also been incorporated in DNA/RNA molecular cages as drug delivery systems [15] and been used for the design of short single stranded RNA or DNA
oligonucleotides known as "aptamers" [16]. Aptamers similar to antibodies can bind with high affinity to biological targets which make them excellent genetic markers for Alzheimer's Disease [17], AIDS [10], cancer, hepatitis [18].

Aptamers are selected from DNA/RNA oligonucleotide libraries usually through in vitro "Systematic Evolution of Ligands by EXponential enrichment" (SELEX) [19]. This process consists in a combinatorial design of a group of oligonucleotide sequences, usually $10^{12}-10^{18}$ that are obtained from mutating the nucleotides. The bulk of candidates are tested for their affinity for a given target. The sequences that bind to the target are selected from the mixture and amplified by using Polymerase Chain Reaction (PCR) experiments. The process is repeated from 6-15 times to enrich a library of oligoNucleotides (oligoNts) with the highest binding affinities. The folding of the oligoNts depends on the experimental conditions [10].

SELEX can be a time \{weeks, months\} and resources consuming process and it has a low success rate. In order to accelerate and guide the experimental work involved in SELEX, in-silico and bioinformatic tools are usually used. The computational search for the better binding oligoNts sequences include the design of the secondary and 3D structure of the aptamer starting from the sequence of nucleotides, docking of given aptameric structures, Molecular Dynamics (MD) [20, 21, 22] to predict binding affinities to different targets and more recently the use of Machine Learning (ML) and Deep learning with Neural Networks (DNN) [23] to predict their molecular structures and properties [24, 25].

Aptamers usually contain canonical TCs, RUs and ILs but their nucleic acid chemical space can be expanded much more than that of the five canonical bases (A, G, C, T, U), the 2 dRibf , Ribf or the phosphate ion into the "Artificially Expanded Genetic Information System" (AEGIS) [18]. AEGIS can have different chemical modifications [26]. Some studies have reported the design of XNA aptamers containing prebiotic nucleotides similar to the ones studied in this dissertation. For example, Rangel and coworkers [27] reported an aptamer containing a TNA oligonucleotide for its enhanced binding to a food contaminant called OchraToxin A (OTA).

Aptamers are typically formed from nucleobases and a sugar-phosphate(s) in the $\beta$ configuration, but not commonly including other nucleic acid configurations such as $\alpha$ configuration. Could the incorporation of alternative anomeric forms improve the binding affinities of aptamers to specific targets? A publication Kolganova and coworkers [28] reported a modified Thrombin-binding aptamer that contained $\alpha$-2'-deoxyguanidine monophosphate and $\alpha$ -
deoxythymidine monophosphate. Anomeric modifications of certain regions favored the aptamers' folding and further thermal stabilization of their 3D structures.

The pressing hypothesis for the future application of the research results presented in this thesis is the following: can we use prebiotic nucleosides(tides) in a similar fashion to expand the repertoire of potential therapeutic $\mathrm{Ns}(\mathrm{t})$ ANA and aptamers? Perhaps, a similar approach to therapy could be innovated using ancestral $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$. One key innovation will be to combine variations of the non-canonical $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ in their two $\beta$ - and $\alpha$-anomeric forms, under the hypothesis that these nonstandard aptamers could be (perhaps better?) genetic markers for different diseases.

### 6.2 Possible next steps: libraries of nucleosides(tides) analogs for therapeutic uses

### 6.2.1 Creating libraries of new nucleotides and nucleosides analogs

How can we filter down the quasi-infinite Ns/Nt chemical space to the few most promising molecular structures?

The first steps could be to investigate if there are other potential prebiotic $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ with similar properties to the ones modeled in this thesis.

Generative Artificial Intelligence (GAI) or graph-based Deep Learning (DL) will be implemented by training a Deep Neural Network (DNN) to predict potential prebiotic nucleotides with similar molecular structure and quantum energies to the ones investigated in Chapter \#3 and \#4. Generative models and DNN have been reported in the literature for their capability to predict Ns/Nts analogs and antiviral small molecules [29, 30]. In a number of different datasets DNN models have also been proven to predict more accurately molecular descriptors than traditional descriptor-based Machine Learning (ML) [31].

To the extent of our knowledge the number of nucleotides analogs proven as therapeutics is scarce in the literature and is not abundant enough to be used in ML methods. Hence, the first step will be to expand the library of biologically active $\mathrm{Ns} / \mathrm{Nt}$ analogs by generating a
comprehensive database that will be used to predict new prebiotic nucleosides(tides) structures and their molecular properties.

Hopefully, this research will allow us to find new potential Ns(t)ANA candidates that can be easily synthesized in the lab through condensation reactions of their components and that have enhanced biological activity, e.g., better inhibitors of the DNA polymerase in different viruses and bacteria.

### 6.1.2 The training set

A database will be built and the DNN model will be train on the results from Chapter \#3 and \#4. The initial training database will contain information for $\approx 506$ nucleosides +968 nucleotides $=1474 \mathrm{Ns}(\mathrm{t}) \mathrm{s}$.

After the initial training this dataset will be retrained on other known Ns(t)ANA databases. These are: i) the SARS-CoV-2 nucleosides \{contains 15 nucleosides with therapeutic activity against SARS-CoV-2\} [32], ii) the Synthetic Nucleosides database \{with 188 nucleosides’ synthetic analogs \} [33] and iii) a subset of 40 bioactive nucleotides and 113 nucleosides obtained from the ChemBL database [34].

A number of descriptors will be estimated and/or added to the training databases as needed. These include:

## Structural features and reaction conditions

- Smiles for TCs, RUs, ILs, Ns and corresponding Nts.
- Structural information entropy $\left(S_{\mathrm{i}}\right)$ and Structural Information Content (SIC) [35]. These features has been used to predict plausibility for the predominance of astrobiological molecules. The hypothesis states that molecules with lower symmetry or simpler molecular structure are more probable to exist.
- RU conformation (syn or anti).
- Sugar ring puckering parameters. These parameters are the phase angle phi ( $\phi_{2}$ ), theta $(\theta)=0$ and the total puckering amplitude $(Q)$ for F-forms and the phase angles $\{p h i(\phi)$ and theta $(\theta)\}$ and the radial $Q$ for P-forms.
- Molecular weight.
- Van der Waals volume.
- RU's $\mathrm{p} K_{\mathrm{a}}$.
- Environment \{vacuum or aqueous solution\}
- Temperature.
- The application of the Lipinski rule of 5: To be orally-active, a molecule should have five characteristics to be "drug-like", these are: Molecular mass 500 D or less, $\log P<5,5$ hydrogen bond donors or less, a maximum of 10 hydrogen bond acceptors, and a molar refractivity from 40 to $130[36,37]$.


## Quantum descriptors

- $\Delta X, \Delta X_{(a+b)}$ and $\Delta X_{(c+d)}$ \{energies for classic and alternative synthesis of $\left.\mathrm{Ns}(\mathrm{t}) \mathrm{s}\right\}$.
- $\Delta X_{n}$ (where $n: 1,2,3 \ldots 6$ ) \{energies for pseudorotational equilibrium and anomer-exchange reactions in vacuum and aqueous solution $\}$.
- Types of intramolecular interactions, calculated from the Quantum Theory of Atoms in Molecules (QTAIM) [38].
- Activation energies from the modeling of hydrolysis mechanism for the glycosidic bond and the TC-IL ester bond of the given glycosides.


## Pharmacokinetic descriptors:

- Drug-likeness using the Lipinsky rules [36, 39] and Quantitative Estimate of Druglikeness index (QED) from Bickerton and coworkers [40].
- $\log P_{\text {octanol-water }}$ partition coefficient [41] as hydrophobicity index.
- $\Delta G_{\text {affinity }}$ for the given $\mathrm{Ns}(\mathrm{t})$ ANA against different proteins and DNA polymerases. The $\Delta G_{\text {affinity }}$ will be obtained as follows: molecular docking of the candidates onto different biological targets, e.g., DNA polymerase will be performed by using Autodock Vina [42]. The best docking poses will be refined by using Quantum Mechanics/Molecular Mechanics (QM/MM) ONIOM (Our own N-layered Integrated molecular Orbital and Molecular
mechanics) [43, 44] calculations as implemented in Gaussian 16 [45]. QM/MM is a "layering /multilevel" approach treating the atoms near the reaction center quantum mechanically (at high accuracy) and distant atoms with molecular mechanics, balancing accuracy and speed [46]. These methods (and also DFT) are implemented in Gaussian16 [45].
The overall goal of the previous steps is to generate a model robust enough from experimental and theoretical data to predict the molecular structure of new $\mathrm{Ns}(\mathrm{t})$ ANA that fulfill four main requirements: 1) can be easily synthetized in the lab through condensation reactions of their components, 2) are stable in physiological conditions, 3) are resistant to hydrolysis and 4) can bind with good affinity to specific biological targets of interest. Simultaneously this will also allow to identify molecules from the initial training set that can be used as new therapeutics.

In order to select potential new therapeutic $\mathrm{Ns} / \mathrm{Nts}$ from the training sets the following criteria will be used:

- Reaction energies $\leq-17 \mathrm{~kJ} / \mathrm{mol}$.
- Energies $\leq-17 \mathrm{~kJ} / \mathrm{mol}$ for at least $\Delta \boldsymbol{G}_{2}^{\circ}, \Delta \boldsymbol{G}_{4}^{\circ}, \Delta \boldsymbol{G}_{5}^{\circ}$ and $\geq 17 \mathrm{~kJ} / \mathrm{mol}$ for $\Delta \boldsymbol{G}_{6}^{\circ}$.
- Lower or similar $S_{\mathrm{i}}$ to canonical $\mathrm{Ns}(\mathrm{t})$ s.
- Shorter or comparable excited states lifetime to canonical bases ( $\tau_{\text {canonical bases }}=0.1-2.8 \mathrm{ps}$ ) [47].
- Lower hydrolytic rate constants.
- Higher binding affinity to specific targets.

Potential candidates from the generative DNN models will be selected based on their fingerprint similarities to promising $\mathrm{Ns}(\mathrm{t})$ ANA from the training sets using the Tanimoto Similarity index $\left(S_{\mathrm{T}}\right)$ [48, 49]. This principle follows the "guilt by association" rule [50] that proposes that molecules with similar structure have affinity for similar proteins.

The final dataset of compounds from the training and generative models can be used to find new candidates from other known databases to expand the library of potential therapeutic $\mathrm{Ns}(\mathrm{t}) \mathrm{ANA}$. For instance, Cleaves II and coworkers (Ccw) [51] generated around 706,568 Ns/Nts analogs with the elements $\mathrm{C}, \mathrm{H}$ and O and 454,422 analogs with $\mathrm{C}, \mathrm{H}, \mathrm{N}$ and O from the molecular formulas $\mathrm{BC}_{3-7} \mathrm{H}_{5-15} \mathrm{O}_{2-4}$ and $\mathrm{BC}_{3-6} \mathrm{H}_{5-15} \mathrm{~N}_{1-2} \mathrm{O}_{0-4}$, where B is the canonical bases $\mathrm{A}, \mathrm{G}, \mathrm{C}, \mathrm{T}$ or U . We can use our models to compare and cluster these two large databases based on fingerprint
similarity using for example the Tanimoto index. The structures with $S_{\mathrm{T}} \geq 0.85$ will be selected and further experimental testing and the rest discarded.

The work here aims at preceding and guiding experimentation - it is meant to lead future (1) laboratory detection methods for new genetic markers, If successful, such an approach can save treasure and labor by cutting through the process of trial and error. We aim to (considerably) reduce the chemical space of promising compounds, from quasi-infinite to a space of much fewer molecular structures. But how? The group of my supervisor (Dr. Matta), known for work in quantum biochemistry [319, 320, 321, 322, 323, 324, 325], has recently acquired a $\$ 76,500$ Canada Foundation for Innovation (CFI) grant to add a new QuantumCube ${ }^{T M}$ [59] cluster (around Dec. 2020) to the existing computational infrastructure of the lab. This cluster will largely be dedicated $50-70 \%$ to undertake this project.

The successful candidates from the previous study will be selected and their synthesis and biological activity will be tested in laboratory experiments. Collaborators will be sought to implement the synthesis and the preliminary testing of the most promising Ns $(\mathrm{t})$ ANA and follow with the in vitro and in vivo testing in animal models.

### 6.1.3 Using nucleosides(tides) analogs in the development of an aptamer for Alzheimer's disease

Let's select a therapeutic target for the design of specific aptamers. For instance, efforts will be made to design new and better aptamers for the detection of Alzheimer's disease creating a library of promising aptamers structures from various combinations of canonical and noncanonical nucleosides(tides) (several hundreds). These aptamers will then be tested for their binding strengths (free energies of binding) and affinities to the faulty $\beta$-amyloid peptides (e.g. $\mathrm{A} \beta 1-40$ and $\mathrm{A} \beta 1-42$ fibrils). This last step will be achieved by first visual/manual docking followed by MD simulations. The aptamers will then be ranked for their affinities to $\beta$-amyloid peptides. A fluorescent tag on the aptamer can be introduced to visualize, in practice, patches of amyloid plaques in diseased brain tissues of animal models (see e.g., [60]).

In summary, I plan to expand the repertoire of aptamers by testing (1) non-canonical sugars (e.g. 6-MR sugars and/or by the inclusion of prebiotic nucleosides(tides)), (2) PNAs, and (3) nucleic acids but in the $\alpha$-configuration. Combinations of these modifications will be thoroughly
tested as well (for the first time, perhaps). This will enlarge the "aptamer space" considerably. The proposed work will, hopefully, lead experiment and the development of laboratory detection methods for genetic markers of degenerative diseases potentially saving labor and substantial costs.
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# Chapter 7 

## Conclusions

"DNA neither cares nor knows. DNA just is. And we dance to its music." Richard Dawkins., 1995 [1]

### 7.1 Can thermodynamics be a driver for the selection of the building blocks of proto, pre and today's nucleic acids?

If it is considered that the prebiotic synthesis of canonical $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ may have occur in a hotter prebiotic Earth billions of years ago ( $\mathrm{T} \approx 55^{\circ} \mathrm{C}-85^{\circ} \mathrm{C}$ ) [3], the formation of these building blocks should be controlled by thermodynamics. Condensation reaction between D-ribofuranose or D-2'deoxyribofuranose and $\mathrm{A}, \mathrm{G}, \mathrm{C}, \mathrm{T}$ or U and condensation of $\mathrm{Ns}+\mathrm{H}_{2} \mathrm{PO}_{4}{ }^{-}$are usually endergonic processes $\left(\Delta H_{\text {reaction }}^{\circ}>0\right)$ in aqueous solution [3]. Following LeChâtelier's principles [4] \{reactants $\rightleftharpoons$ products $\}$ equilibrium should be displaced towards products if the concentration of reactants increases [3]. Hence, dry regions on the prebiotic earth and evaporation processes (dehydration cycles) on the surface of rain ponds and tidal pools would have been ideal scenarios to find precursors of NAs [3].

In practice different experimental reports in the literature have studied the prebiotic synthesis of the canonical building blocks of NAs from simple condensation reactions of their components obtaining low or no yields for the desired products when heating the solution in a reflux system that simulates wet-dry cycles. These experiments have given birth to the "water problem" $[25,26,11,27]$ that defines that the formation of glycosidic bonds between the dr or r and canonical bases and the formation of phosphodiester bonds between two nucleosides is thermodynamically unfavorable when water is present, together with the thermal instability at temperatures $\geq 85^{\circ} \mathrm{C}$ for some of the components $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ [5, 6, 7]. For instance, the formation of the phosphodiester bonds between DNA and RNA Nts have been estimated to be $\approx 3.3 \mathrm{kcal} / \mathrm{mol}$ ([8] and see pp. 493 of [9]).

Meanwhile the canonical components face the "water problem" other alternative molecules have been proven to circumvent the water problem [52].

Erwin Schrödinger, in 1943, was among the first to suggest that quantum mechanics could solve the mysteries of the origins of life [15]. Since then, the world has seen an accelerated development of quantum and computational chemistry, molecular modeling, and molecular dynamics (both with classical fields or using quantum-mechanically calculated forces (the latter known as ab initio MD)). Thanks to these methods, the in silico modeling of the prebiotic chemistry of ancestral nucleic acids [16] has now become at our fingertips. The same can be said about the theoretical investigations aiming at determining the physical chemical properties of contemporary DNAs and RNAs [17, 18, 19, 20].

Through this dissertation the following hypothesis has been tested by using computational modeling and quantum mechanics: can thermodynamics explain the prebiotic selection and emergence of the building blocks of today's nucleic acids or an ancestral proto-RNA? The short answer is: it could! But first let's define a few important concepts. The use of the word "thermodynamics" refers to the energetic changes or differences in terms of free energies, zero point and corrected zero-point energies for the different anomers of canonical and non-canonical nucleosides(tides) and their classic and alternative synthesis from the different order of addition of the reactants. "Canonical" refers to building blocks with the "naturally observed" $\beta$-anomer, containing the five canonical RUs ( 2 purines $\{\mathrm{A}, \mathrm{G}\}$ and 3 pyrimidines $\{\mathrm{C}, \mathrm{T}, \mathrm{U}\}$ ), either the TCs D-ribofuranose or D-2'-deoxyribose and the hydrogen-monophosphate ion as IL. Meanwhile "noncanonical" refers to nucleosides(tides) that can be building blocks of Xeno-Nucleic Acids (XNA) or prebiotic alternatives with either; the "incorrect" $\alpha$-configuration or any components different from the canonical ones, e.g., different bases like TAP, BA, CA, MM and/or different TCs like glycerol, glyceric acid, AEG and/or the hydrogen-arsenate ion.

Chapter 2 (based on Ref. [1]) explores the thermodynamic selection of the "naturally observed" anomer $\beta$ of the canonical nucleosides(tides) finding that there were not significant differences \{energies were within $2-4 \mathrm{kcal} / \mathrm{mol}$, which is the intrinsic error for the theoretical method $\}$ between the different configurations. Additionally, it is suggested that in vacuum either classic or alternative pathway favors the formation of the correct anomers, but the classic pathway emerges as the thermodynamically favored. No $\mathrm{Ns}(\mathrm{t})$ was predicted to be obtained by either pathway in the presence of implicit solvation. Additionally, it was determined that only for the
building blocks from the classic pathway in vacuum and for the $\beta$-anomer a sugar-exchange reaction could favor the selection of T for DNA and U for RNA.

In Chapters 3 and 4 the previous study was expanded by increasing the chemical space of the TCs, RUs and ILs to be used in the design of the different building blocks. Additionally, the effect of starting from different sugar ring conformations was considered. The results presented in these two chapters reproduced some of the experimental results reported in the literature with respect to the synthesis of some non-canonical Ns and Nts, e.g., the BA-C ${ }^{5}$ glycosylated $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ were overall predicted as the most favored thermodynamically by using either pathway. Some significant differences of stabilities between the anomeric forms of canonical and non-canonical nucleotides were observed, mostly for non-canonical Ns and Nts containing TAP-C5, BA-C ${ }^{5}$ and MM. Significant similarities were observed for the thermodynamics of the building blocks containing P or As. The synthesis of Ns with AEG and glycerol and Nts with glycerol was predicted as the most favored both in vacuum and in aqueous environment. This is suggestive of a prebiotic synthesis of canonical $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ assisted by an aegPNA, GNA Ns(t)s scaffold. These results suggest the possibility of a proto-RNA on the thermodynamic basis.

These results suggest that the emergence of a proto-RNA could be justified on the thermodynamic basis. This proto-NAs must had aegPNA or glycerol as TCs and either the canonical A, G, C, T, U or the non-canonical TAP-C ${ }^{5}$, BA-C ${ }^{5}$ and MM as recognition units. For the case of the GNA building blocks either dihydrogen monophosphate or dihydrogen monoarsenate could have been incorporated as ILs.

Our results have also shown that the classic or alternative synthesis of many canonical or non-canonical $\mathrm{Ns}(\mathrm{t})$ s is favored in an anhydrous environment \{vacuum\}. This supports the idea that prebiotic scenarios such as the surface or water bodies and the air-water interface could have contained relatively significant amounts of these building blocks. These scenarios have been explored by Deal and coworkers [22].

Singh and coworkers [23] have described a H-bond self-activated glycosylation mechanism for the glycosylation of adenine and cytidine with D-ribose that is considered to happen on the surface of water. After 8 days of heating at $60-70^{\circ} \mathrm{C} \beta$-adenosine was obtained in $15 \%$ yield while the yield of $\beta$-cytidine was obtained $12 \%$ (see Scheme 3 in Sing paper). In this study the products were identified by using LC-MS and NMR. The reaction mechanism proposed supports the interaction of the base with the $\alpha$-anomer of the sugar by the assistance of hydrogen bonds leading
to a more stable transition state that goes through an oxonium intermediate that eventually interconverts into the $\beta$-counterpart of the nucleosides.

Chapter 5 [2] addresses the question of why nucleic acids are the repositories of hereditary information using Shannon's classical "Information Theory" in conjunction with the concepts of "redundancy" and "value" of information. A lost in information of $0.56 n$ bits $\{n$ is number of $\mathrm{Nts}\}$ when going from nucleic acids to proteins is estimated assuming ideal non-redundant scenarios prompting to think why the information flow from DNA/RNA $\rightarrow$ proteins. Additionally, a redundancy of $R=0.28$ is necessary for the accurate transmission of information (minimizing copying errors) from nucleic acids to proteins while keeping the language sufficiently flexible to encode information with relatively high density.

While this thesis has focused primarily on the role of thermodynamics in the prebiotic selection and synthesis of Ns and Nts other factors and scenarios must also be considered in future studies. These are discussed in the next sections.

### 7.2 Other factors/scenarios to be considered

## UV light

Given that the early Earth was showered by UV light before the formation of its stratosphere and protective ozone layer [24], the role of the UV light in the prebiotic origin of life is an important factor to take in consideration [25].

The bases A, G, C, T and U are the first line of defense against UV light in NAs. U differs from T by lacking the C 5 -methyl group. These bases have $\pi$-conjugated aromatic rings that allows them to absorb radiation through $\pi-\pi^{*}$ transitions (pick of absorbance at 260 nm , with an absorbance range of 230-280 nm) with exceptional non-radiative decay that can translate in shorter excited-state lifetime ( $\tau=0.1-2.8$ ) compared to other non-standard nucleobases, making them excellent UV chromophores [26, 27, 28]. Additionally, Brister and coworkers [26] have also explored the photophysical and spectroscopic properties in aqueous solution of two potential ancestral nucleobases: 2, 4, 6-triaminopyrimidine (TAP) and barbituric acid (BA). The authors found that these two nucleobases absorb UV light significantly and have efficient electronic
relaxation mechanisms for dissipating as heat most of the absorbed ultraviolet energy to their aqueous environment in an ultrafast time scale.

UV radiation (mostly UV-B \{280-315 nm\}) [29] is an exogenous agent that can cause damage in the DNA molecule [30, 13, 31, 32]. Incidentally, this is also a commonly-known pathway leading to mutation (and hence potentially to cancer as well) [33]. From these damages the formation of Cyclobutene Pyrimidine Dimers (CPD) (see left image of Figure 7.1) represent the $75 \%$ of the total UV induced damage [30].

It has been recently discovered that DNA can self-repair CPD in the absence of DNA damage repair enzymes (see Fig. 6). This mechanism has a relevance to explain how in an RNA world without proteins, ancestral nucleic acids could have been able to survive when exposed to intense UV radiation [34].

Summing-up, could UV light have contributed to the natural selection in prebiotic conditions of the predominant $\beta$-anomer and canonical dr, r and $\mathrm{HPO}_{4}{ }^{-}$of nucleic acids? The computational modeling of the mechanisms of formation and self-repair of CPD for dinucleotides containing combinations of canonical and non-canonical TCs, pyrimidine bases, $\mathrm{HPO}_{4}^{-}, \mathrm{HAsO}_{4}^{-}$ in the $\beta$ - and $\alpha$-configurations can offer useful insight on this problem.

## Role of ions

A variety of minerals and ions have been considered in the literature for their importance in the retaining of components of the building blocks of nucleic acids and their catalytic activity to facilitate condensation reactions of the components and polymerization of the building blocks of nucleic acids. This list includes borate $\left(\mathrm{BO}_{3}{ }^{-3}\right)$ minerals [16, 38], clays, pyrites, silicates, oxides [37] and divalent cations magnesium $\left(\mathrm{Mg}^{2+}\right)$ [38]. The role of such ions can as well be tackled computationally but the combinatorial complexity rises quickly especially if UV excitations, ionization states (depending on pH ) and solvation effects are to be also factored-in.

## $p K_{a}$ and $p H$ of the environment

The effects of pH can be modeled by energy minimizing the RUs in different ionization states.


Figure 7.1 (Left): formation and self-repair of a cis - Cyclobutane Pyrimidine Dimer (CPD) between two consecutive Thymine (T) nucleobases. (Right): hypothetical model proposed by the Candidate for the formation and self-repair of a cis-cyclobutane pyrimidine dimer between two N -glycosilated Barbituric Acid (BA) nucleobases in their enol form (predominant tautomeric form for BA in aqueous solution at $\mathrm{pH}=7$ ) [56]. R and R' are the rest of two different polynucleotide sequences.

For instance, Thibaudeau and coworkers (see pp. 22-46 in [111] and [112, 113]) has proposed that the preference for one specific $\beta$-anomer over the $\alpha$ counterpart for canonical nucleosides is related with its higher flexibility or lower differences between the $\Delta G^{\circ}$ for the ${ }^{2} \mathrm{~T}_{3}$ $\rightleftharpoons{ }^{3} \mathrm{~T}_{2}$ pseudorotational equilibrium in the $\beta$-configuration at different $\mathrm{p} K_{\mathrm{a}}$.

Previous chapters of this thesis, have referred to the prebiotic plausibility on thermodynamic basis for $\mathrm{Ns}(\mathrm{t}) \mathrm{s}$ with the non-canonical TAP-, BA-C ${ }^{5}$ and MM. Additionally, even when CA does not seem to react with most of TCs it has been reported for its capacity to generate hexads with TAP [36,53]. Fialho [39] refers to the difference in $p K_{a}$ between the 4 non-canonical bases TAP, BA, CA and MM. Due to the different ionization states of these bases it can be inferred that only the pairs $M M: B A$ and TAP:CA can be found at $\mathrm{pH} \approx 4-5$ and $\mathrm{pH} \approx 6-7$ respectively.

Considering this if the first proto-NAs had these RUs depending on the pH of the environment they may have only contained either BA, MM or TAP, CA.

## The long standing "water problem". Alternative solvents as a viable solution

Even when water is the universal solvent and is vital for the existence of life its role in the emergence of nucleic acids constitute one of the worst "nightmares" for prebiotic chemistry ("water problem") [25, 26, 11, 27]. Taking this in consideration alternative solvents have been considered.

Formamide $\left(\mathrm{H}_{2} \mathrm{NCOH}\right)$ has received special attention in the literature. It can be prebiotically synthesized using different routes and it can also be extensively found present in interstellar space [42]. All nucleobases and other molecules of interest for life can be synthesized from $\mathrm{H}_{2} \mathrm{NCOH}$ (see scheme 1 in Saladino's paper). Furthermore the phosphorylation of different nucleosides in the presence of $\mathrm{H}_{2} \mathrm{NCOH}$ is possible with different yields going from 6\%-59\% [31], e.g., Adenosine $5^{\prime}-$ MonoPhosphate (AMP) can be obtained as main product when heating at 90 ${ }^{\circ} \mathrm{C}$ a mixture of adenosine, formamide-water, $\mathrm{KH}_{2} \mathrm{PO}_{4}$ and hydroxyapatite [42]. Spontaneous polymerization of cyclic $3^{\prime}$, 5' Guanosine MonoPhosphate (cGMP) in pure formamide has also been described following similar mechanism to the polymerization in water. ${ }^{[26]}$ Still some limitations related to the use of formamide as solvent like the inability of create complementary base pairing [11] has motivated the search for other alternative solvents.

Polar organic solvents, e.g., ionic liquids and deep eutectic solvents have been considered a viable alternative [8], e.g., choline chloride:urea mixture has shown to assist the folding of many nucleic acids, with some structures been more stable in this solvent than in water [44].

## Synthesis and polymerization of $\mathrm{Ns}(t)$ s assisted by lipids

In support of a "Lipid World hypothesis" Dr. Deamer group in 2008 [14, 15, 16] have reported for the first time the non-enzymatic formation of oligonucleotides with up to 100 monomers at acidic $\mathrm{pH}=2.0-6.8$ and temperatures $\approx 60-90^{\circ} \mathrm{C}$ when dehydration-hydration cycles were promoted on a mixture AMP and Uridine MonoPhosphate (UMP) in a lipid matrix or vesicles containing Palmitoyl-OleoylPhosphatidylCholine (POPC), PalmitoylOleoylphosphAtidic Acid (POPA) and LysoPhosphatidylCholine (LPC). Characterization of the
oligonucleotides by Rajamani and coworkers in 2017 [17] using mass spectrometry \{MatrixAssisted Laser Desorption/Ionization-Time Of Flight (MALDI-TOF) \} showed depurination and depyrimidination of many sites in the oligomer. The authors hypothesized that de-glycosylation reactions happened simultaneously as the polymer has been obtained due to the acidic conditions and high temperatures at which the experiments were carried out.

Even when the results from Rajamani et. al [17] may seem discouraging, the idea that a hole prebiotic chemistry may have happened in compartmentation systems like lipid bilayers opens a door to new alternative scenarios for successful prebiotic synthesis and assembly of NAs. Could the classic synthesis of canonical or non-canonical $N s(t) s$ be possible inside lipid bilayers? This is question that I will leave open for a future investigation.
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[^0]:    ${ }^{1}$ This chapter reproduces a paper published in Heliyon in 2022 [1] while the data related has been published in [74]. The format of the original paper, including figures and tables has been rearanged to fit the general format of this PhD thesis.
    ${ }^{2}$ All final DFT-optimized molecular structures reported in this chapter are available in: drive.google.com/PhD_Thesis/Optimized_Final_Structures/Chapter\#2.
    ${ }^{3}$ All thermodynamic quantities are represented in $\mathrm{kcal} / \mathrm{mol}$ since this unit is frequently addopted by biologist, chemists and biochemists.

[^1]:    ${ }^{4}$ See https://github.com/mattas-research-group/scripts_PhD_thesis_Lazaro for a list of all the scripts written in bash and python to generate the nucleosides, post-process and analyze all the results and generate diagrams and tables.
    ${ }^{5}$ All final DFT-optimized molecular structures reported in this chapter are available in: drive.google.com/PhD_Thesis/Optimized_Final_Structures/Chapter\#3.
    ${ }^{6}$ All thermodynamic quantities are represented in $\mathrm{kJ} / \mathrm{mol}$ since this unit is addopted by the International System of Units (SI).

[^2]:    ${ }^{7}$ See https://github.com/mattas-research-group/scripts_PhD_thesis_Lazaro/ for a list of all the scripts written in bash and python to generate the nucleotides, post-process, analyze all results and generate diagrams and tables.
    ${ }^{8}$ All final DFT-optimized molecular structures reported in this chapter are available in: drive.google.com/PhD Thesis/Optimized Final Structures/Chapter\#4.
    ${ }^{9}$ All thermodynamic quantities are represented in $\mathrm{kJ} / \mathrm{mol}$ since this unit is addopted by the International System of Units (SI).

[^3]:    ${ }^{10}$ This Chapter is based on a text co-authored with Dr. Chérif F. Matta and Dr. Peyman Fahimi. The primary author is Dr. Chérif F. Matta. My role was to contribute to the discussions and the development of the ideas.

[^4]:    ${ }^{10}$ This example is not original, it was read or heard by one of the authors (C.F.M.) who regrets that he is unable to recall the source to cite it.

